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Application:  null spaces in 
action!

Cortical activity in the null space: permitting 
preparation without movement
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Practice quiz

(3a) Is v1 in the column space of A?
(3b) Is v1 in the row space of A?
(3c) Is v1 in the null space of A?
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(4a-c) Same questions for v2 

(1) Are v1 and v2 orthogonal?
(2) Is either v1 or v2 a unit vector? 
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today: 

• How can subspaces (specifically null spaces) 
provide useful explanations in neuroscience?
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but first: subspaces!
For monkeys A and B, the point of fixation was tracked but not en-

forced (no purple cross was used). Monkey B typically fixated the reach
target !200 ms after its appearance (i.e., a saccade was made during the
delay). Monkey A showed the opposite pattern of behavior, typically
fixating the central spot until after the go cue, executing a saccade to the
reach target in parallel with the reach (i.e., there was no saccade to the
target during the delay).

Target locations/reach speed requirements. Some of the datasets (those
for monkeys A and B) come from experiments that were designed to
address a number of issues, only some of which are considered in the
current study. For this reason, the different datasets differ modestly in the
task details. For the first dataset for monkey B, targets were presented at
five distances (30 –120 mm) in the preferred and null directions of the
neuron under study. For the secondary dataset from monkey B, and for
monkeys A and G, targets were presented in seven directions (e.g., 0, 45,
90, 135, 180, and 225°) and two distances (e.g., 60 and 100 mm). The
exact target locations varied slightly from monkey to monkey, depending
on arm length and comfortable working range. We always omitted the
target location nearest downwards, which was obscured by the out-
stretched arm. For monkeys A and B, target color instructed reach speed
(red, rapid; green, moderate), a feature of the task incidental to the cur-
rent study. These variations in design across datasets serve, if anything, to
strengthen the result of this study because similar effects were found
regardless of the details of the task.

Measuring neural variability. Many of our analyses rely on the mea-
surement of neural variability, across trials of the same type, made as a
function of time. A central assumption of this approach is that the mea-
sured variability is attributable to both cell-intrinsic variability in spike
production and to “true” variability in the underlying firing rate on each
trial Our goal was to isolate the latter, as best as possible, by normalizing
with respect to the estimated contribution of the former. To do so, we
compute the variance of firing rate across trials and normalize by the
mean firing rate, all as a function of time. We term the resulting mea-
surement the normalized variance (NV). The logic behind this metric is
as follows. Intrinsic spiking variability is thought to be near Poisson for
cortical neurons, so that its variance scales linearly with mean firing rate.
Thus, if the measured across-trial variability were attributable solely to
intrinsic spiking variability (i.e., the underlying firing rate were identical
on each trial), the NV should be unity. In the presence of variability in
underlying firing rate, the NV should be greater than unity. In particular,
we were interested in whether variability in underlying firing rate de-
clined during the course of the trial (Fig. 1). In this case, the NV should
decline from above one to near one. The simulations in Figure 2 illustrate
that the NV behaves as expected for a simulated neuron with Poisson
spiking statistics. When the underlying firing rate is the same on every
trial (black trace at top), the NV (black trace at bottom) remains near
unity throughout the trial and is largely unaffected by changes in mean
firing rate. When the underlying firing rate is initially variable across
trials (gray traces at top), the NV is initially elevated (gray trace at bot-
tom) and declines to unity as firing rates become consistent.

To compute the NV, the spikes of each trial were smoothed with a
Gaussian (SD of 30 ms) to estimate rate (in spikes/s) as a function of time.
The basic unit of analysis was the “set” of trials recorded from one isola-
tion for one target condition (by target condition, we simply mean target
location, except for monkeys B and A, in which data were further segre-
gated depending on whether target color instructed a fast or slow reach).
For each such set, the NV was computed using the following:
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where rtrial is firing rate on that trial, and r! is the mean firing rate across all
trials in that set. The numerator is simply the across-trial variance [units
of squared spikes per squared seconds (spikes 2/s 2)], whereas the denom-
inator is the mean firing rate (spikes/s). The NV thus has units of spikes/s.
The unitless constant c scales the NV so that (like the Fano factor) it will
be unity for a neuron with (1) Poisson spiking statistics and (2) the same

underlying rate on every trial. The value of c depends on the filter used
(c $ 0.109 for our 30 ms Gaussian filter). Note that, for a “box” filter, c is
equal to the filter length in seconds, and the NV is then mathematically
identical to the Fano factor.

Our central measurement is the average NV across all sets. Despite our
fairly broad filter and the large number of trials often collected (up to 60

Figure 1. Illustration of the optimal-subspace hypothesis. The configuration of firing rates is
represented in a state space, with the firing rate of each neuron contributing an axis, only three
of which are drawn. For each possible movement, we hypothesize that there exists a subspace
of states that are optimal in the sense that they will produce the desired result when the
movement is triggered. Different movements will have different optimal subspaces (shaded
areas). The goal of motor preparation would be to optimize the configuration of firing rates so
that it lies within the optimal subspace for the desired movement. For different trials (arrows),
this process may take place at different rates, along different paths, and from different starting
points.

Figure 2. Simulations illustrating how an increasing consistency in across-trial firing rate
could be detected using the NV metric. Simulations were based on the mean firing rate of one
recorded neuron (solid black trace at top). Baseline activity was artificially extended (to the left)
to allow longer simulations. For each of 10,000 simulated trials, spike trains were generated
using Poisson statistics. Two versions of the simulation were run. For the first version, the
underlying firing rate was identical (black trace at top) on all simulated trials. The resulting NV
is shown by the black trace at the bottom. For the second version, each trial had a different
underlying firing rate, generated by adding noise, filtered with a 30 ms SD Gaussian, to the
mean. The magnitude of this noise decayed with an exponential time constant of 200 ms after
target onset. Ten examples of the resulting underlying firing rates are shown in gray at top, and
the resulting spike trains (computed with Poisson statistics, with the time-varying mean taken
from the gray traces) are shown in the rasters. The NV computed from 10,000 such spike trains
is shown by the gray trace at the bottom.
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Neural Variability in Premotor Cortex Provides a Signature
of Motor Preparation

Mark M. Churchland,1,2 Byron M. Yu,2 Stephen I. Ryu,2,3 Gopal Santhanam,2 and Krishna V. Shenoy1,2
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We present experiments and analyses designed to test the idea that firing rates in premotor cortex become optimized during motor
preparation, approaching their ideal values over time. We measured the across-trial variability of neural responses in dorsal premotor
cortex of three monkeys performing a delayed-reach task. Such variability was initially high, but declined after target onset, and was
maintained at a rough plateau during the delay. An additional decline was observed after the go cue. Between target onset and movement
onset, variability declined by an average of 34%. This decline in variability was observed even when mean firing rate changed little. We
hypothesize that this effect is related to the progress of motor preparation. In this interpretation, firing rates are initially variable across
trials but are brought, over time, to their “appropriate” values, becoming consistent in the process. Consistent with this hypothesis,
reaction times were longer if the go cue was presented shortly after target onset, when variability was still high, and were shorter if the go
cue was presented well after target onset, when variability had fallen to its plateau. A similar effect was observed for the natural variability
in reaction time: longer (shorter) reaction times tended to occur on trials in which firing rates were more (less) variable. These results
reveal a remarkable degree of temporal structure in the variability of cortical neurons. The relationship with reaction time argues that the
changes in variability approximately track the progress of motor preparation.
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Introduction
Voluntary movements are believed to be “prepared” before they
are executed (Keele, 1968; Kutas and Donchin, 1974; Wise, 1985;
Day et al., 1989; Riehle and Requin, 1993; Ghez et al., 1997;
Padoa-Schioppa et al., 2002). An important line of evidence
comes from tasks in which a delay separates an instruction stim-
ulus from a subsequent go cue. Reaction times (RTs) (from the go
cue until movement onset) are shorter when delays are longer,
suggesting that some time-consuming preparatory process is
given a head start by the delay (Rosenbaum, 1980; Riehle and
Requin, 1989; Crammond and Kalaska, 2000). Neurons in a
number of brain areas, including dorsal premotor cortex (PMd),
exhibit activity during the delay (Tanji and Evarts, 1976; Wein-
rich and Wise, 1982; Weinrich et al., 1984; Godschalk et al., 1985;
Kurata, 1989; Riehle and Requin, 1989; Snyder et al., 1997).
Delay-period activity is typically tuned for the instruction and

can be predictive of RT (Riehle and Requin, 1993; Bastian et al.,
2003). Electrical disruption of that activity largely erases the RT
savings earned during the delay (Shenoy and Churchland, 2004).
It is therefore suspected that delay-period activity is the substrate
of motor preparation occurring at that time (Wise, 1985; Riehle
and Requin, 1993; Bastian et al., 2003).

Assuming this is so, why does motor preparation take time,
and how is its progress reflected in the neural activity? Perhaps
activity must rise above a threshold to trigger the movement, as
seems likely for saccades (Carpenter and Williams, 1995; Hanes
and Schall, 1996; Roitman and Shadlen, 2002). An instructed
delay could allow activity to approach threshold, shortening the
subsequent RT (Erlhagen and Schoner, 2002). Supporting this
“rise-to-threshold” hypothesis, higher firing rates are often asso-
ciated with shorter RTs (Riehle and Requin, 1993; Bastian et al.,
1998, 2003), although Crammond and Kalaska (2000) found that
peak firing rates after the go cue (when the movement is presum-
ably triggered) were on average lower after an instructed delay.

An alternate hypothesis, illustrated in Figure 1, assumes that
the movement produced is a function of the state of preparatory
activity, at the time some trigger is applied. For each possible
movement, there would be an “optimal” subspace of firing rates,
appropriate to generate a sufficiently accurate movement. Motor
preparation might therefore be an “optimization”: bringing fir-
ing rates from their initial state to the appropriate subspace. Ac-
tivity might drift somewhat while waiting to execute, but motor
preparation would remain “complete” as long as firing rates re-
main within the optimal subspace. The most obvious predictions
of this hypothesis are trivially true: delay-period firing rates oc-
cupy a smallish subspace (of the total space possible), and this
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Motivation: 

• how can we plan an action, while still waiting 
for the right moment to act?

• preparatory activity occurs in motor cortex 
prior to a movement; why doesn’t it cause 
movement?  (sub-threshold? gating?)

no

• new proposed mechanism: linear algebra!
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Columns correspond to the activities at different times and for differ-
ent movements. W contains the weights for the linear mapping from 
neurons to muscles. That is, W specifies the weighted sum of neurons’ 
firing rates that drives each muscle.

To build intuition about this model, consider the following extreme, 
unphysiologically simplified situation. Imagine that just two excitatory 
neurons synapsed directly on a muscle, and this muscle produced force 
proportional to the sum of its two inputs. As long as the sum of the 
two inputs remained constant, the muscle would produce a constant 
amount of force: no ‘gate’ or ‘switch’ is required. The activity of these 
two neurons can be represented as a point in a two-dimensional firing 
rate space. Their pattern of activity over time is a trajectory through 
this space35–37. In the state space, the constant-sum line forms an  
‘output-null’ dimension (Fig. 2). The muscle’s force output will change 
only if there is a change in the sum of the neurons’ firing rates; we term 
the direction in which that sum changes the ‘output-potent’ dimension 
(Fig. 2). This idea also generalizes to more complex cases: if one of 
these hypothetical neurons had a net inhibitory effect, the dimensions 
would be switched. With many neurons, we would expect multiple 
output-null dimensions. If there were multiple independent muscles, 
we would need multiple output-potent dimensions. This is all to say 
that activity in the output-potent dimensions would be read out by the 
target muscle or brain area, whereas activity in output-null dimensions 
would not be visible to the target. Formally, any activity changes in 
output-null dimensions fall in the null space of W. Conversely, activity 
changes in output-potent dimensions fall in the row space of W.

The existence of output-potent and output-null dimensions is likely 
inevitable, as there are more neurons than muscles. The key question 
is whether the brain exploits these dimensions to control when cir-
cuits communicate (as opposed to relying on nonlinear thresholds or 
a time-varying gain). The hypothesis that output-null dimensions are 
used to control communication leads to two predictions. First, if this 
mechanism operates between cortex and muscles, then during motor 
preparation changes in neural firing rates should occur in combina-
tions that produce changes in output-null dimensions but do not pro-
duce changes in dimensions that are output-potent with respect to the 
muscles (Fig. 2). Second, if this same mechanism operates between 
cortical areas, we would expect PMd preparatory activity to prefer-
entially occupy dimensions that are output-null with respect to M1. 

If this latter prediction is correct, this could help produce the well-
known reduction in preparatory activity between PMd and M1.

Exploitation of output-null dimensions is unlikely to leave any par-
ticular signature at the level of single neurons. Changing state along 
the output-null dimensions corresponds to activity changes in most 
of the relevant neurons (Fig. 2). Such activity cancels out only at the 
level of the population output. Intriguingly, though, this model tends 
to produce neurons with mismatches in tuning between the prepara-
tory and movement periods, as has been observed previously25–28. 
Thus, if one averages over neurons based on their preferred reach 
condition during movement, their preparatory tuning largely aver-
ages away (Supplementary Fig. 1). This mismatch is suggestive, but 
it forms only an indirect test and is neither necessary nor sufficient to 
demonstrate that such a model is correct (Online Methods). Testing 
this hypothesis requires both knowing the population response and 
estimating the output-null and output-potent dimensions.

To test our hypothesis, we used a variant of a standard delayed-
reaching task with two monkeys, J and N (Fig. 1 and Online Methods). 
We recorded the population response using both single- and multiunit 
neural activity (using single moveable electrodes for data sets J and 
N, and silicon electrode arrays for data sets JA and NA) and muscle 
activity (using percutaneous electrodes). Trial-averaged data were 
used except where noted: the primary goal of these analyses was to 
explain how there can be preparatory tuning without movement, not 
to explain trial-by-trial variability. Thus, all repeats of the same con-
dition were averaged to produce a single rate versus time. The same 
reaches were required every day and monkeys were highly practiced. 
Repeated reaches to the same targets were thus extremely similar to 
one another over the course of months (Supplementary Fig. 2). Data 
from different days were therefore combined.

As a basic test for the plausibility of exploiting output-null dimen-
sions, we can search for neuron pairs whose preparatory activity 
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Figure 1 Task and typical data. (a) Layout of maze task. One typical 
trial shown. The same mazes were repeated many times; each maze is 
hereafter called a ‘condition’. (b) Top, task timeline. The monkey initially 
touched a central spot with a cursor projected slightly above his fingertip; 
then a target and (typically) barriers appeared. On some trials, two 
inaccessible distractor ‘targets’ also appeared. After the Go cue (cessation 
of slight target jitter, extinguishing of central spot), the monkey made a 
curved reach around the barriers to touch the accessible target, leaving 
a white trail on the screen. If no barriers were present, reaches were 
straight. Middle, trial-averaged deltoid EMG; a.u., arbitrary units. Bottom, 
firing rate of one PMd neuron. Target, target onset; Go, go cue; Move, 
movement onset. Flanking traces show s.e.m. Maze identifier 100, neuron 
J-PM48, EMG recording J-PD10.
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Figure 2 Simplified output-null model. For illustration, assume a muscle 
receives input from two neurons and produces a response that is the linear 
sum of the inputs. If the sum is constant (output-null dimension), the 
muscle cannot distinguish between input 1 being high and 2 low, and vice 
versa. When the sum changes (output-potent dimension), muscle output 
will change. If preparatory neural activity changes only within the output-
null dimension (two different reaches illustrated in darker and lighter 
shades), then the muscle’s activity remains constant; when neural activity 
changes in the output-potent dimension also, movement ensues. Insets: 
PSTHs for the neurons and PSTH-like views of output-potent and output-
null dimensions. T, target onset; G, go cue; FR, firing rate.

Methods: • multi-electrode recordings: 
-  dorsal premotor cortex (PMd) 
-  primary motor cortex (M1)

• behavior: monkey cued about upcoming 
movement

• preparatory activity: predicts aspects of 
movement (reaction time, variability, etc)

task and 
typical data

6



440 VOLUME 17 | NUMBER 3 | MARCH 2014 NATURE NEUROSCIENCE

A R T I C L E S

Brain areas are highly interconnected yet perform different functions. 
At the heart of many fundamental questions in neuroscience is the 
question of how different brain circuits effectively modulate their 
connections on and off to allow selective communication1,2. In this 
study, we ask one such question about how selective communication 
operates: how can we plan a course of action, while still waiting for 
the right moment to act3–6?

We employed the monkey motor system to test a new candidate 
mechanism for controlling output from one set of neural circuits to 
another. When a monkey is cued regarding the path of an upcoming 
reach but required to withhold the movement until a go cue, pre-
paratory activity is present before the go cue in both dorsal premotor 
cortex (PMd) and primary motor cortex (M1)7–9 (Fig. 1). Preparatory 
activity is relevant to the upcoming movement: it is tuned for a variety 
of movement parameters7,10–13, predicts reaction time14,15, predicts 
movement variability16 and if disrupted delays the movement17. 
Preparatory activity is prevalent in PMd, somewhat less prevalent in 
M1, present but modest in the spinal cord18,19 and essentially absent 
in the muscles. This pathway therefore provides an ideal testing 
ground because the central mystery is readily apparent: each area 
drives movement9,20–22, yet PMd and even M1 are also active in the 
absence of movement23. Given this pathway of PMd to M1 to the spi-
nal cord, and PMd’s direct projection to the spinal cord as well, how 
is preparatory activity attenuated at each of these stages?

It is often assumed that ‘gating’ of preparatory activity is performed 
at the target site. For example, preparatory activity might simply lie 
below some spinal activation threshold, or await a boost in spinal 
gain24. Yet this would not explain the empirical observation that  

preparatory activity is not a weaker (and thus potentially subthresh-
old) version of movement activity25–28. A related hypothesis has been 
that preparatory activity is held at bay by a switch29,30, such as an 
inhibitory gate31, as is the case in the brainstem oculomotor system32. 
However, we have recently shown that there are no clear signs of a 
simple inhibitory gating mechanism in PMd or M1 (refs. 28,33). Thus, 
it has remained unclear how neural activity during preparation can 
be kept local, even though activity in those same neurons can drive 
movement moments later5. Here we test a new candidate mechanism 
for controlling when circuits communicate and when they function-
ally decouple. We find that a population-level mechanism operating 
in PMd can largely account for how preparatory activity is prevented 
from reaching M1, and that the same mechanism operating in both 
areas can largely account for how preparatory activity is prevented 
from reaching the muscles.

RESULTS
The activity of the muscles is some function of neural activity. 
Whatever this function is, it must accommodate M1 and PMd chang-
ing their firing rates during motor preparation without movement 
occurring prematurely. Here we consider a simple possibility. The 
simplest type of relationship between the neural activity of a brain 
area, A, and its target is a linear one. That is, each target muscle would 
be driven by a linear combination of neural firing rates34: 
            M WN�  (1)

where M, W and N are matrices. Each row of M contains the activity 
of one muscle, and each row of N contains the activity of one neuron. 
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Cortical activity in the null space: permitting 
preparation without movement
Matthew T Kaufman1–3, Mark M Churchland4–7, Stephen I Ryu2,8 & Krishna V Shenoy1,2,9,10

Neural circuits must perform computations and then selectively output the results to other circuits. Yet synapses do not change 
radically at millisecond timescales. A key question then is: how is communication between neural circuits controlled? In motor 
control, brain areas directly involved in driving movement are active well before movement begins. Muscle activity is some readout 
of neural activity, yet it remains largely unchanged during preparation. Here we find that during preparation, while the monkey 
holds still, changes in motor cortical activity cancel out at the level of these population readouts. Motor cortex can thereby prepare 
the movement without prematurely causing it. Further, we found evidence that this mechanism also operates in dorsal premotor 
cortex, largely accounting for how preparatory activity is attenuated in primary motor cortex. Selective use of ‘output-null’ vs. 
‘output-potent’ patterns of activity may thus help control communication to the muscles and between these brain areas.
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Columns correspond to the activities at different times and for differ-
ent movements. W contains the weights for the linear mapping from 
neurons to muscles. That is, W specifies the weighted sum of neurons’ 
firing rates that drives each muscle.

To build intuition about this model, consider the following extreme, 
unphysiologically simplified situation. Imagine that just two excitatory 
neurons synapsed directly on a muscle, and this muscle produced force 
proportional to the sum of its two inputs. As long as the sum of the 
two inputs remained constant, the muscle would produce a constant 
amount of force: no ‘gate’ or ‘switch’ is required. The activity of these 
two neurons can be represented as a point in a two-dimensional firing 
rate space. Their pattern of activity over time is a trajectory through 
this space35–37. In the state space, the constant-sum line forms an  
‘output-null’ dimension (Fig. 2). The muscle’s force output will change 
only if there is a change in the sum of the neurons’ firing rates; we term 
the direction in which that sum changes the ‘output-potent’ dimension 
(Fig. 2). This idea also generalizes to more complex cases: if one of 
these hypothetical neurons had a net inhibitory effect, the dimensions 
would be switched. With many neurons, we would expect multiple 
output-null dimensions. If there were multiple independent muscles, 
we would need multiple output-potent dimensions. This is all to say 
that activity in the output-potent dimensions would be read out by the 
target muscle or brain area, whereas activity in output-null dimensions 
would not be visible to the target. Formally, any activity changes in 
output-null dimensions fall in the null space of W. Conversely, activity 
changes in output-potent dimensions fall in the row space of W.

The existence of output-potent and output-null dimensions is likely 
inevitable, as there are more neurons than muscles. The key question 
is whether the brain exploits these dimensions to control when cir-
cuits communicate (as opposed to relying on nonlinear thresholds or 
a time-varying gain). The hypothesis that output-null dimensions are 
used to control communication leads to two predictions. First, if this 
mechanism operates between cortex and muscles, then during motor 
preparation changes in neural firing rates should occur in combina-
tions that produce changes in output-null dimensions but do not pro-
duce changes in dimensions that are output-potent with respect to the 
muscles (Fig. 2). Second, if this same mechanism operates between 
cortical areas, we would expect PMd preparatory activity to prefer-
entially occupy dimensions that are output-null with respect to M1. 

If this latter prediction is correct, this could help produce the well-
known reduction in preparatory activity between PMd and M1.

Exploitation of output-null dimensions is unlikely to leave any par-
ticular signature at the level of single neurons. Changing state along 
the output-null dimensions corresponds to activity changes in most 
of the relevant neurons (Fig. 2). Such activity cancels out only at the 
level of the population output. Intriguingly, though, this model tends 
to produce neurons with mismatches in tuning between the prepara-
tory and movement periods, as has been observed previously25–28. 
Thus, if one averages over neurons based on their preferred reach 
condition during movement, their preparatory tuning largely aver-
ages away (Supplementary Fig. 1). This mismatch is suggestive, but 
it forms only an indirect test and is neither necessary nor sufficient to 
demonstrate that such a model is correct (Online Methods). Testing 
this hypothesis requires both knowing the population response and 
estimating the output-null and output-potent dimensions.

To test our hypothesis, we used a variant of a standard delayed-
reaching task with two monkeys, J and N (Fig. 1 and Online Methods). 
We recorded the population response using both single- and multiunit 
neural activity (using single moveable electrodes for data sets J and 
N, and silicon electrode arrays for data sets JA and NA) and muscle 
activity (using percutaneous electrodes). Trial-averaged data were 
used except where noted: the primary goal of these analyses was to 
explain how there can be preparatory tuning without movement, not 
to explain trial-by-trial variability. Thus, all repeats of the same con-
dition were averaged to produce a single rate versus time. The same 
reaches were required every day and monkeys were highly practiced. 
Repeated reaches to the same targets were thus extremely similar to 
one another over the course of months (Supplementary Fig. 2). Data 
from different days were therefore combined.

As a basic test for the plausibility of exploiting output-null dimen-
sions, we can search for neuron pairs whose preparatory activity 
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null space of a matrix W:

row
 sp

ac
e o

f W

W = (                                      ) v1 

null space

is clearly a vector space [verify].

Working backwards, a set of vectors is said
to span a vector space if one can write any
vector in the vector space as a linear com-
bination of the set. A spanning set can be
redundant: For example, if two of the vec-
tors are identical, or are scaled copies of each
other. This redundancy is formalized by
defining linear independence. A set of vec-
tors {!v1,!v2, . . .!vM} is linearly independent if
(and only if) the only solution to the equation

∑

n

αn!vn = 0

is αn = 0 (for all n).

1v

2v  

3v

A basis for a vector space is a linearly in-
dependent spanning set. For example, con-
sider the plane of this page. One vector is
not enough to span the plane. Scalar multi-
ples of this vector will trace out a line (which
is a subspace), but cannot “get off the line”
to cover the rest of the plane. But two vec-
tors are sufficient to span the entire plane.
Bases are not unique: any two vectors will
do, as long as they don’t lie along the same
line. Three vectors are redundant: one can
always be written as a linear combination of
the other two. In general, the vector space
RN requires a basis of size N .
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Geometrically, the basis vectors define a set
of coordinate axes for the space (although
they need not be perpendicular). The stan-
dard basis is the set of unit vectors that lie
along the axes of the space:
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Columns correspond to the activities at different times and for differ-
ent movements. W contains the weights for the linear mapping from 
neurons to muscles. That is, W specifies the weighted sum of neurons’ 
firing rates that drives each muscle.

To build intuition about this model, consider the following extreme, 
unphysiologically simplified situation. Imagine that just two excitatory 
neurons synapsed directly on a muscle, and this muscle produced force 
proportional to the sum of its two inputs. As long as the sum of the 
two inputs remained constant, the muscle would produce a constant 
amount of force: no ‘gate’ or ‘switch’ is required. The activity of these 
two neurons can be represented as a point in a two-dimensional firing 
rate space. Their pattern of activity over time is a trajectory through 
this space35–37. In the state space, the constant-sum line forms an  
‘output-null’ dimension (Fig. 2). The muscle’s force output will change 
only if there is a change in the sum of the neurons’ firing rates; we term 
the direction in which that sum changes the ‘output-potent’ dimension 
(Fig. 2). This idea also generalizes to more complex cases: if one of 
these hypothetical neurons had a net inhibitory effect, the dimensions 
would be switched. With many neurons, we would expect multiple 
output-null dimensions. If there were multiple independent muscles, 
we would need multiple output-potent dimensions. This is all to say 
that activity in the output-potent dimensions would be read out by the 
target muscle or brain area, whereas activity in output-null dimensions 
would not be visible to the target. Formally, any activity changes in 
output-null dimensions fall in the null space of W. Conversely, activity 
changes in output-potent dimensions fall in the row space of W.

The existence of output-potent and output-null dimensions is likely 
inevitable, as there are more neurons than muscles. The key question 
is whether the brain exploits these dimensions to control when cir-
cuits communicate (as opposed to relying on nonlinear thresholds or 
a time-varying gain). The hypothesis that output-null dimensions are 
used to control communication leads to two predictions. First, if this 
mechanism operates between cortex and muscles, then during motor 
preparation changes in neural firing rates should occur in combina-
tions that produce changes in output-null dimensions but do not pro-
duce changes in dimensions that are output-potent with respect to the 
muscles (Fig. 2). Second, if this same mechanism operates between 
cortical areas, we would expect PMd preparatory activity to prefer-
entially occupy dimensions that are output-null with respect to M1. 

If this latter prediction is correct, this could help produce the well-
known reduction in preparatory activity between PMd and M1.

Exploitation of output-null dimensions is unlikely to leave any par-
ticular signature at the level of single neurons. Changing state along 
the output-null dimensions corresponds to activity changes in most 
of the relevant neurons (Fig. 2). Such activity cancels out only at the 
level of the population output. Intriguingly, though, this model tends 
to produce neurons with mismatches in tuning between the prepara-
tory and movement periods, as has been observed previously25–28. 
Thus, if one averages over neurons based on their preferred reach 
condition during movement, their preparatory tuning largely aver-
ages away (Supplementary Fig. 1). This mismatch is suggestive, but 
it forms only an indirect test and is neither necessary nor sufficient to 
demonstrate that such a model is correct (Online Methods). Testing 
this hypothesis requires both knowing the population response and 
estimating the output-null and output-potent dimensions.

To test our hypothesis, we used a variant of a standard delayed-
reaching task with two monkeys, J and N (Fig. 1 and Online Methods). 
We recorded the population response using both single- and multiunit 
neural activity (using single moveable electrodes for data sets J and 
N, and silicon electrode arrays for data sets JA and NA) and muscle 
activity (using percutaneous electrodes). Trial-averaged data were 
used except where noted: the primary goal of these analyses was to 
explain how there can be preparatory tuning without movement, not 
to explain trial-by-trial variability. Thus, all repeats of the same con-
dition were averaged to produce a single rate versus time. The same 
reaches were required every day and monkeys were highly practiced. 
Repeated reaches to the same targets were thus extremely similar to 
one another over the course of months (Supplementary Fig. 2). Data 
from different days were therefore combined.

As a basic test for the plausibility of exploiting output-null dimen-
sions, we can search for neuron pairs whose preparatory activity 
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Figure 1 Task and typical data. (a) Layout of maze task. One typical 
trial shown. The same mazes were repeated many times; each maze is 
hereafter called a ‘condition’. (b) Top, task timeline. The monkey initially 
touched a central spot with a cursor projected slightly above his fingertip; 
then a target and (typically) barriers appeared. On some trials, two 
inaccessible distractor ‘targets’ also appeared. After the Go cue (cessation 
of slight target jitter, extinguishing of central spot), the monkey made a 
curved reach around the barriers to touch the accessible target, leaving 
a white trail on the screen. If no barriers were present, reaches were 
straight. Middle, trial-averaged deltoid EMG; a.u., arbitrary units. Bottom, 
firing rate of one PMd neuron. Target, target onset; Go, go cue; Move, 
movement onset. Flanking traces show s.e.m. Maze identifier 100, neuron 
J-PM48, EMG recording J-PD10.
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Figure 2 Simplified output-null model. For illustration, assume a muscle 
receives input from two neurons and produces a response that is the linear 
sum of the inputs. If the sum is constant (output-null dimension), the 
muscle cannot distinguish between input 1 being high and 2 low, and vice 
versa. When the sum changes (output-potent dimension), muscle output 
will change. If preparatory neural activity changes only within the output-
null dimension (two different reaches illustrated in darker and lighter 
shades), then the muscle’s activity remains constant; when neural activity 
changes in the output-potent dimension also, movement ensues. Insets: 
PSTHs for the neurons and PSTH-like views of output-potent and output-
null dimensions. T, target onset; G, go cue; FR, firing rate.
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might cancel out. Activity for one such pair of neurons illustrates 
a partial canceling out (Fig. 3a). When the two neurons’ activity is 
added together, the sum has less preparatory tuning than either but 
retains the movement activity. In this example, the canceling out is 
quite incomplete because only two neurons were used; the effect 
might be much greater with more neurons.

Similarly, we can take linear combinations (weighted sums) of many 
neurons’ activity. These linear combinations represent possible linear 
readouts of the population. Some readouts revealed structure in the 
data that strongly resembles the hypothesized (Fig. 2) structure. One 
such pair of readouts is shown for each of two monkeys (Fig. 3b).  
Each trace represents one trial-averaged reach condition—for  
example, the average response for many leftwards reaches. In these 
examples, preparatory activity for the various conditions is spread 
out in one dimension but confined in the other. Movement activity, 
in contrast, sweeps through both dimensions. These projections illus-
trate that the hypothesis (Fig. 2) is plausible. Preparatory activity is 
strongly present in the population, yet a downstream target could be 
largely insensitive to this preparatory activity if it received inputs in a 
particular combination: the linear combination described by the sum 
of the two dimensions shown (the short axis of the red ellipse). Note 
that this does not mean that preparatory activity is functionless. To 
the contrary, in this case preparatory activity appears to set the initial 
direction and amplitude of the subsequent movement activity25,38.

Two caveats are worth stressing. First, a two-dimensional view may 
be insufficient to fully test the hypothesis. Second, to properly inter-
pret these results, one would wish to have some independent means 
for identifying which dimensions are output-null versus output-
potent. We therefore designed a mathematical method for estimating 
output-potent and output-null dimensions. We then tested the degree 
to which preparatory activity avoids the output-potent dimensions. 
We first seek this structure in PMd/M1 (considered together) with 
respect to the muscles. We then turn to the question of communica-
tion between PMd and M1.

Analysis of PMd/M1 to muscles
The core logic of this analysis is to use electromyography (EMG) 
data to help identify which neural dimensions (linear readouts) are 
most likely to be output-potent and which dimensions are most likely 

to be output-null. We can then test our central prediction: prepara-
tory activity should avoid leaking into the output-potent dimensions 
and should mainly be present in output-null dimensions. To avoid 
circularity, putative output-null and output-potent dimensions are 
identified using only movement activity, by finding neural dimen-
sions in which activity resembles the EMG recordings. Only then is 
preparatory activity examined.

Figure 4 shows the results of this analysis. An explanation of the 
analysis follows, with the full derivation in Online Methods. Output-
null and output-potent readouts can be plotted as peri-stimulus time 
histograms (PSTHs) (as in Fig. 2), as they are made by simply adding 
and subtracting neurons’ responses (see Fig. 3a). Each trace corre-
sponds to a different condition and is a readout of the trial-averaged 
responses of individual neurons. Two such readouts are shown: one 
readout of a putative output-null dimension (Fig. 4a) and one readout 
of a putative output-potent dimension (Fig. 4b). Both reveal strong 
movement-related activity. However, by construction, only for the 
output-potent dimension did movement activity resemble muscle 
activity (Fig. 4a,b, “regression epoch”). The output-null dimension 
also contained strong movement-epoch activity but, owing to the par-
ticular pattern of tuning and the temporal structure of the response, 
it correlated only weakly with muscle activity.

With the dimensions identified, we predicted that prepara-
tory activity would be weaker in the output-potent dimensions, 
to avoid prematurely causing muscle contractions. This is indeed 
what we observed (compare Fig. 4a,b): preparatory activity in the 
output-null dimension was more strongly tuned and more differ-
ent from baseline (the sign of this change is arbitrary). We found  
a similar effect in all data sets tested. Preparatory tuning—the  
spread of the mean firing rates across different conditions (Fig. 4a,b, 
“test epoch”)—was always weaker in the output-potent dimensions 
(Fig. 4c; see below).

The analysis in Figure 4 was performed as follows. We first  
found the putative ‘muscle readouts’ (W from equation (1)) using 
neural and EMG activity from the movement epoch. As described 
above, if the output-null hypothesis is correct, then when we apply 
these same muscle readouts to preparatory activity the result should 
have little tuning and should hold steady at baseline (as in Fig. 4a). If 
the output-null hypothesis is incorrect, and movement is prevented 
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than either input. This pair thus illustrate the 
output-null idea, though with more neurons  
a more complete cancellation occurs. Constant 
c was set to 0.37. Conditions colored according 
to preparatory activity of left neuron. Targ, target 
onset; Move, movement onset. (b) Example 
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linear, two-dimensional readout of real data, 
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blue; movement activity, green; state at Go 
cue, gray circles. Red ellipse shows 2 s.d. 
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might cancel out. Activity for one such pair of neurons illustrates 
a partial canceling out (Fig. 3a). When the two neurons’ activity is 
added together, the sum has less preparatory tuning than either but 
retains the movement activity. In this example, the canceling out is 
quite incomplete because only two neurons were used; the effect 
might be much greater with more neurons.

Similarly, we can take linear combinations (weighted sums) of many 
neurons’ activity. These linear combinations represent possible linear 
readouts of the population. Some readouts revealed structure in the 
data that strongly resembles the hypothesized (Fig. 2) structure. One 
such pair of readouts is shown for each of two monkeys (Fig. 3b).  
Each trace represents one trial-averaged reach condition—for  
example, the average response for many leftwards reaches. In these 
examples, preparatory activity for the various conditions is spread 
out in one dimension but confined in the other. Movement activity, 
in contrast, sweeps through both dimensions. These projections illus-
trate that the hypothesis (Fig. 2) is plausible. Preparatory activity is 
strongly present in the population, yet a downstream target could be 
largely insensitive to this preparatory activity if it received inputs in a 
particular combination: the linear combination described by the sum 
of the two dimensions shown (the short axis of the red ellipse). Note 
that this does not mean that preparatory activity is functionless. To 
the contrary, in this case preparatory activity appears to set the initial 
direction and amplitude of the subsequent movement activity25,38.

Two caveats are worth stressing. First, a two-dimensional view may 
be insufficient to fully test the hypothesis. Second, to properly inter-
pret these results, one would wish to have some independent means 
for identifying which dimensions are output-null versus output-
potent. We therefore designed a mathematical method for estimating 
output-potent and output-null dimensions. We then tested the degree 
to which preparatory activity avoids the output-potent dimensions. 
We first seek this structure in PMd/M1 (considered together) with 
respect to the muscles. We then turn to the question of communica-
tion between PMd and M1.

Analysis of PMd/M1 to muscles
The core logic of this analysis is to use electromyography (EMG) 
data to help identify which neural dimensions (linear readouts) are 
most likely to be output-potent and which dimensions are most likely 

to be output-null. We can then test our central prediction: prepara-
tory activity should avoid leaking into the output-potent dimensions 
and should mainly be present in output-null dimensions. To avoid 
circularity, putative output-null and output-potent dimensions are 
identified using only movement activity, by finding neural dimen-
sions in which activity resembles the EMG recordings. Only then is 
preparatory activity examined.

Figure 4 shows the results of this analysis. An explanation of the 
analysis follows, with the full derivation in Online Methods. Output-
null and output-potent readouts can be plotted as peri-stimulus time 
histograms (PSTHs) (as in Fig. 2), as they are made by simply adding 
and subtracting neurons’ responses (see Fig. 3a). Each trace corre-
sponds to a different condition and is a readout of the trial-averaged 
responses of individual neurons. Two such readouts are shown: one 
readout of a putative output-null dimension (Fig. 4a) and one readout 
of a putative output-potent dimension (Fig. 4b). Both reveal strong 
movement-related activity. However, by construction, only for the 
output-potent dimension did movement activity resemble muscle 
activity (Fig. 4a,b, “regression epoch”). The output-null dimension 
also contained strong movement-epoch activity but, owing to the par-
ticular pattern of tuning and the temporal structure of the response, 
it correlated only weakly with muscle activity.

With the dimensions identified, we predicted that prepara-
tory activity would be weaker in the output-potent dimensions, 
to avoid prematurely causing muscle contractions. This is indeed 
what we observed (compare Fig. 4a,b): preparatory activity in the 
output-null dimension was more strongly tuned and more differ-
ent from baseline (the sign of this change is arbitrary). We found  
a similar effect in all data sets tested. Preparatory tuning—the  
spread of the mean firing rates across different conditions (Fig. 4a,b, 
“test epoch”)—was always weaker in the output-potent dimensions 
(Fig. 4c; see below).

The analysis in Figure 4 was performed as follows. We first  
found the putative ‘muscle readouts’ (W from equation (1)) using 
neural and EMG activity from the movement epoch. As described 
above, if the output-null hypothesis is correct, then when we apply 
these same muscle readouts to preparatory activity the result should 
have little tuning and should hold steady at baseline (as in Fig. 4a). If 
the output-null hypothesis is incorrect, and movement is prevented 
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Figure 3 Examples suggesting potential  
output-null structure. (a) When the weighted 
activity of the neuron graphed at left is added  
to the activity of the neuron graphed at center,  
the result (right) has less preparatory activity 
than either input. This pair thus illustrate the 
output-null idea, though with more neurons  
a more complete cancellation occurs. Constant 
c was set to 0.37. Conditions colored according 
to preparatory activity of left neuron. Targ, target 
onset; Move, movement onset. (b) Example 
readouts of real data. Each panel shows a 
linear, two-dimensional readout of real data, 
exhibiting the predicted structure (compare 
with Fig. 2). Each trace corresponds to a single, 
trial-averaged condition. Preparatory activity, 
blue; movement activity, green; state at Go 
cue, gray circles. Red ellipse shows 2 s.d. 
of the preparatory activity. As in the model, 
preparatory activity for different conditions 
is mostly spread out in one dimension, while 
movement-epoch activity travels through both 
dimensions. Dimensions found using the jPCA 
algorithm from ref. 38.
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Approach: estimate output-potent (and output-null) 
dimensions from movement period activity

• technique known as “principal components regression (PCR)”

=
• • • • • •
• • • • • • 
• • • • • •

M W N

PCA of EMG measurements 
to get 3 dimensions of muscle 

activity

PCA of neural data to get 6 
dimensions of neural activity

W has 3D row space and 3D null space
(each row of W has weights for a single 

muscle)
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via a threshold nonlinearity or time-varying gain, then the muscle 
readouts will contain preparatory tuning at the same strength as  
other output-null readouts. This latter expectation also holds if  
equation (1) is an inappropriate simplification that fails to capture 
the key relationship.

In principle, W can be found using linear regression. However, 
because different neurons have correlated activity patterns (mathe-
matically, N is nearly rank deficient), W cannot be found directly.  
One standard solution to this problem is to use dimensionality reduc-
tion first; this solution is sometimes called principal component 
regression. The low-dimensional version of the model is 

             � � �M WN�  (2)

where �M  and �N  are the low-dimensional versions of the data  
matrices M and N, found via principal component analysis (PCA).  
�W   captures the relationship between them. Unlike N, �N  has orthog-

onal (uncorrelated) rows, and so regression is viable and �W can be 
found. We can choose the number of rows for �N  and �M ; we chose six 
and three, respectively (three dimensions for �M captured 77–92% of 
the variance). This produces three muscle readouts (putative output-
potent dimensions) and three putative output-null dimensions. To 
find �W , we considered only the activity during the movement and 
used linear regression. The result of all of the above is to identify a 
reasonable estimate for how the muscles could read out a weighted 
sum of neurons’ firing rates.

Our overarching goal was to test whether one must propose that 
preparatory activity is reduced by a nonlinearity (threshold or low 
gain) or whether substantial reduction occurs as a result of the struc-
ture of W. That is, we ask whether the preparatory activity in N falls 
mainly in the null space of W and is therefore not read out by the 
muscles. To test this, we compared the activity in the muscle read-
outs (output-potent dimensions) with the activity in the output-null 
dimensions, which cannot pass through �W . Mathematically, the space 
of muscle readouts is the row space of �W , and the output-null dimen-
sions form the null space of �W .

As our test, we measured whether more preparatory activity  
survived in the putative output-null dimensions or in the putative  
output-potent dimensions. To avoid circularity, we identified these 
spaces using movement activity; only then did we test prepara-
tory activity. Our measure was a ‘tuning ratio’ (Online Methods),  
computed by taking the strength of preparatory tuning in the  
output-null dimensions divided by the strength of preparatory tuning 
in the output-potent dimensions (Fig. 4c).

Consider the data in Figure 3b. The tuning ratio asks how  
elongated the ellipse is and whether it is in fact aligned with the  
output-null dimensions. If our hypothesis is correct, then the tuning 

ratio should be considerably greater than 1. We found that the tuning 
ratio ranged from 2.8 to 8.2 (Fig. 4c).

We employed extensive simulations to verify that this analysis 
detects exploitation of output-null dimensions during preparation 
when appropriate but does not do so when such structure is absent. 
We created simulated data sets, varying how strongly the preparatory 
activity was confined to the output-null dimensions. The simulated 
neural and muscle activity (Fig. 5b,d) qualitatively resembled our 
recorded neural and muscle activity (Fig. 5a,c). We analyzed this sim-
ulated data using the method described above. Our method correctly  
detected how strongly the preparatory activity was confined to  
output-null dimensions and rarely produced false positives (Fig. 5e–h;  
the results lie nearly along the line y = x, or below). This was true 
even when we introduced nonlinearities to simulate firing rate satu-
ration and floor effects (i.e., when firing rates were always positive 
and median firing rates were low; see Fig. 5b,d). As a technical note, 
this nonlinearity changes the relationship between neural and mus-
cle activity to M = f(WN), with f a non-time-varying nonlinearity 
that is not responsible for gating. The method was also robust when 
‘errors’ were made in applying the analysis with the wrong dimen-
sionality (Fig. 5g,h) or when unequal numbers of output-null and 
output-potent dimensions were present in the data (Supplementary 
Fig. 3). When results differed substantially from the true underlying 
value, the results were nearly always underestimates, meaning that the 
results reported in Figure 4 are most likely conservative.

Returning to the real data, the tuning ratio was greater than unity 
in all four data sets obtained from two monkeys (Fig. 4c). This indi-
cates that preparatory tuning remained mostly within the output-null 
dimensions, avoiding the output-potent dimensions. This dimensional 
preference was large: on average (geometric mean), the tuning ratio 
was 4.5. Using conservative Monte Carlo simulation–derived statistics  
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Figure 4 Output-null results for cortex to muscles. (a) Neural activity  
in one output-null dimension for one data set (JA-2D1). All activity is 
trial-averaged, and each trace represents the response for a different 
condition; a.u., arbitrary units. (b) Neural data in one output-potent 
dimension. Dimensions were identified relative to EMG activity. This 
pair of example dimensions has a tuning ratio of 9.2. Bars indicate test 
epoch (−100 to 400 ms from target onset), where the tuning ratio was 
computed, and regression epoch (−50 to 600 ms from movement onset), 
where dimensions were identified. (c) Fraction of preparatory tuning 
(across conditions and times) in output-null (gray) and output-potent 
(black) dimensions for each data set. Tuning ratios indicated above bars; 
all values were significantly greater than unity. (d) Tuning at each time 
point, in the output-null and output-potent dimensions. Flanking traces 
indicate s.e.m. computed via resampling of conditions. Targ, target onset; 
Move, movement onset.
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via a threshold nonlinearity or time-varying gain, then the muscle 
readouts will contain preparatory tuning at the same strength as  
other output-null readouts. This latter expectation also holds if  
equation (1) is an inappropriate simplification that fails to capture 
the key relationship.

In principle, W can be found using linear regression. However, 
because different neurons have correlated activity patterns (mathe-
matically, N is nearly rank deficient), W cannot be found directly.  
One standard solution to this problem is to use dimensionality reduc-
tion first; this solution is sometimes called principal component 
regression. The low-dimensional version of the model is 

             � � �M WN�  (2)

where �M  and �N  are the low-dimensional versions of the data  
matrices M and N, found via principal component analysis (PCA).  
�W   captures the relationship between them. Unlike N, �N  has orthog-

onal (uncorrelated) rows, and so regression is viable and �W can be 
found. We can choose the number of rows for �N  and �M ; we chose six 
and three, respectively (three dimensions for �M captured 77–92% of 
the variance). This produces three muscle readouts (putative output-
potent dimensions) and three putative output-null dimensions. To 
find �W , we considered only the activity during the movement and 
used linear regression. The result of all of the above is to identify a 
reasonable estimate for how the muscles could read out a weighted 
sum of neurons’ firing rates.

Our overarching goal was to test whether one must propose that 
preparatory activity is reduced by a nonlinearity (threshold or low 
gain) or whether substantial reduction occurs as a result of the struc-
ture of W. That is, we ask whether the preparatory activity in N falls 
mainly in the null space of W and is therefore not read out by the 
muscles. To test this, we compared the activity in the muscle read-
outs (output-potent dimensions) with the activity in the output-null 
dimensions, which cannot pass through �W . Mathematically, the space 
of muscle readouts is the row space of �W , and the output-null dimen-
sions form the null space of �W .

As our test, we measured whether more preparatory activity  
survived in the putative output-null dimensions or in the putative  
output-potent dimensions. To avoid circularity, we identified these 
spaces using movement activity; only then did we test prepara-
tory activity. Our measure was a ‘tuning ratio’ (Online Methods),  
computed by taking the strength of preparatory tuning in the  
output-null dimensions divided by the strength of preparatory tuning 
in the output-potent dimensions (Fig. 4c).

Consider the data in Figure 3b. The tuning ratio asks how  
elongated the ellipse is and whether it is in fact aligned with the  
output-null dimensions. If our hypothesis is correct, then the tuning 

ratio should be considerably greater than 1. We found that the tuning 
ratio ranged from 2.8 to 8.2 (Fig. 4c).

We employed extensive simulations to verify that this analysis 
detects exploitation of output-null dimensions during preparation 
when appropriate but does not do so when such structure is absent. 
We created simulated data sets, varying how strongly the preparatory 
activity was confined to the output-null dimensions. The simulated 
neural and muscle activity (Fig. 5b,d) qualitatively resembled our 
recorded neural and muscle activity (Fig. 5a,c). We analyzed this sim-
ulated data using the method described above. Our method correctly  
detected how strongly the preparatory activity was confined to  
output-null dimensions and rarely produced false positives (Fig. 5e–h;  
the results lie nearly along the line y = x, or below). This was true 
even when we introduced nonlinearities to simulate firing rate satu-
ration and floor effects (i.e., when firing rates were always positive 
and median firing rates were low; see Fig. 5b,d). As a technical note, 
this nonlinearity changes the relationship between neural and mus-
cle activity to M = f(WN), with f a non-time-varying nonlinearity 
that is not responsible for gating. The method was also robust when 
‘errors’ were made in applying the analysis with the wrong dimen-
sionality (Fig. 5g,h) or when unequal numbers of output-null and 
output-potent dimensions were present in the data (Supplementary 
Fig. 3). When results differed substantially from the true underlying 
value, the results were nearly always underestimates, meaning that the 
results reported in Figure 4 are most likely conservative.

Returning to the real data, the tuning ratio was greater than unity 
in all four data sets obtained from two monkeys (Fig. 4c). This indi-
cates that preparatory tuning remained mostly within the output-null 
dimensions, avoiding the output-potent dimensions. This dimensional 
preference was large: on average (geometric mean), the tuning ratio 
was 4.5. Using conservative Monte Carlo simulation–derived statistics  
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Figure 4 Output-null results for cortex to muscles. (a) Neural activity  
in one output-null dimension for one data set (JA-2D1). All activity is 
trial-averaged, and each trace represents the response for a different 
condition; a.u., arbitrary units. (b) Neural data in one output-potent 
dimension. Dimensions were identified relative to EMG activity. This 
pair of example dimensions has a tuning ratio of 9.2. Bars indicate test 
epoch (−100 to 400 ms from target onset), where the tuning ratio was 
computed, and regression epoch (−50 to 600 ms from movement onset), 
where dimensions were identified. (c) Fraction of preparatory tuning 
(across conditions and times) in output-null (gray) and output-potent 
(black) dimensions for each data set. Tuning ratios indicated above bars; 
all values were significantly greater than unity. (d) Tuning at each time 
point, in the output-null and output-potent dimensions. Flanking traces 
indicate s.e.m. computed via resampling of conditions. Targ, target onset; 
Move, movement onset.

fig 4:

output-potent dimension (row space of W)

NATURE NEUROSCIENCE VOLUME 17 | NUMBER 3 | MARCH 2014 443

A R T I C L E S

via a threshold nonlinearity or time-varying gain, then the muscle 
readouts will contain preparatory tuning at the same strength as  
other output-null readouts. This latter expectation also holds if  
equation (1) is an inappropriate simplification that fails to capture 
the key relationship.

In principle, W can be found using linear regression. However, 
because different neurons have correlated activity patterns (mathe-
matically, N is nearly rank deficient), W cannot be found directly.  
One standard solution to this problem is to use dimensionality reduc-
tion first; this solution is sometimes called principal component 
regression. The low-dimensional version of the model is 

             � � �M WN�  (2)

where �M  and �N  are the low-dimensional versions of the data  
matrices M and N, found via principal component analysis (PCA).  
�W   captures the relationship between them. Unlike N, �N  has orthog-

onal (uncorrelated) rows, and so regression is viable and �W can be 
found. We can choose the number of rows for �N  and �M ; we chose six 
and three, respectively (three dimensions for �M captured 77–92% of 
the variance). This produces three muscle readouts (putative output-
potent dimensions) and three putative output-null dimensions. To 
find �W , we considered only the activity during the movement and 
used linear regression. The result of all of the above is to identify a 
reasonable estimate for how the muscles could read out a weighted 
sum of neurons’ firing rates.

Our overarching goal was to test whether one must propose that 
preparatory activity is reduced by a nonlinearity (threshold or low 
gain) or whether substantial reduction occurs as a result of the struc-
ture of W. That is, we ask whether the preparatory activity in N falls 
mainly in the null space of W and is therefore not read out by the 
muscles. To test this, we compared the activity in the muscle read-
outs (output-potent dimensions) with the activity in the output-null 
dimensions, which cannot pass through �W . Mathematically, the space 
of muscle readouts is the row space of �W , and the output-null dimen-
sions form the null space of �W .

As our test, we measured whether more preparatory activity  
survived in the putative output-null dimensions or in the putative  
output-potent dimensions. To avoid circularity, we identified these 
spaces using movement activity; only then did we test prepara-
tory activity. Our measure was a ‘tuning ratio’ (Online Methods),  
computed by taking the strength of preparatory tuning in the  
output-null dimensions divided by the strength of preparatory tuning 
in the output-potent dimensions (Fig. 4c).

Consider the data in Figure 3b. The tuning ratio asks how  
elongated the ellipse is and whether it is in fact aligned with the  
output-null dimensions. If our hypothesis is correct, then the tuning 

ratio should be considerably greater than 1. We found that the tuning 
ratio ranged from 2.8 to 8.2 (Fig. 4c).

We employed extensive simulations to verify that this analysis 
detects exploitation of output-null dimensions during preparation 
when appropriate but does not do so when such structure is absent. 
We created simulated data sets, varying how strongly the preparatory 
activity was confined to the output-null dimensions. The simulated 
neural and muscle activity (Fig. 5b,d) qualitatively resembled our 
recorded neural and muscle activity (Fig. 5a,c). We analyzed this sim-
ulated data using the method described above. Our method correctly  
detected how strongly the preparatory activity was confined to  
output-null dimensions and rarely produced false positives (Fig. 5e–h;  
the results lie nearly along the line y = x, or below). This was true 
even when we introduced nonlinearities to simulate firing rate satu-
ration and floor effects (i.e., when firing rates were always positive 
and median firing rates were low; see Fig. 5b,d). As a technical note, 
this nonlinearity changes the relationship between neural and mus-
cle activity to M = f(WN), with f a non-time-varying nonlinearity 
that is not responsible for gating. The method was also robust when 
‘errors’ were made in applying the analysis with the wrong dimen-
sionality (Fig. 5g,h) or when unequal numbers of output-null and 
output-potent dimensions were present in the data (Supplementary 
Fig. 3). When results differed substantially from the true underlying 
value, the results were nearly always underestimates, meaning that the 
results reported in Figure 4 are most likely conservative.

Returning to the real data, the tuning ratio was greater than unity 
in all four data sets obtained from two monkeys (Fig. 4c). This indi-
cates that preparatory tuning remained mostly within the output-null 
dimensions, avoiding the output-potent dimensions. This dimensional 
preference was large: on average (geometric mean), the tuning ratio 
was 4.5. Using conservative Monte Carlo simulation–derived statistics  

J N J Array N Array

0

1

F
ra

ct
io

n 
of

 p
re

pa
ra

to
ry

 tu
ni

ng

3.0× 8.2× 2.8× 5.6×

a

b

c

Output-null

Output-potent

Output-potent

Output-
null

Data set NA

–400 Targ 400 –300 Move

0

0.32
T

un
in

g

* * * *

Output-
potent

Output-
null

d
−400 Targ 400 −300 Move 600

−1

0

1

P
ro

je
ct

io
n 

(a
.u

.)
Targ 400 −300 Move−400 600

−1

0

1

P
ro

je
ct

io
n 

(a
.u

.)

Test epoch Regression epoch

From
data set JA

Figure 4 Output-null results for cortex to muscles. (a) Neural activity  
in one output-null dimension for one data set (JA-2D1). All activity is 
trial-averaged, and each trace represents the response for a different 
condition; a.u., arbitrary units. (b) Neural data in one output-potent 
dimension. Dimensions were identified relative to EMG activity. This 
pair of example dimensions has a tuning ratio of 9.2. Bars indicate test 
epoch (−100 to 400 ms from target onset), where the tuning ratio was 
computed, and regression epoch (−50 to 600 ms from movement onset), 
where dimensions were identified. (c) Fraction of preparatory tuning 
(across conditions and times) in output-null (gray) and output-potent 
(black) dimensions for each data set. Tuning ratios indicated above bars; 
all values were significantly greater than unity. (d) Tuning at each time 
point, in the output-null and output-potent dimensions. Flanking traces 
indicate s.e.m. computed via resampling of conditions. Targ, target onset; 
Move, movement onset.
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via a threshold nonlinearity or time-varying gain, then the muscle 
readouts will contain preparatory tuning at the same strength as  
other output-null readouts. This latter expectation also holds if  
equation (1) is an inappropriate simplification that fails to capture 
the key relationship.

In principle, W can be found using linear regression. However, 
because different neurons have correlated activity patterns (mathe-
matically, N is nearly rank deficient), W cannot be found directly.  
One standard solution to this problem is to use dimensionality reduc-
tion first; this solution is sometimes called principal component 
regression. The low-dimensional version of the model is 

             � � �M WN�  (2)

where �M  and �N  are the low-dimensional versions of the data  
matrices M and N, found via principal component analysis (PCA).  
�W   captures the relationship between them. Unlike N, �N  has orthog-

onal (uncorrelated) rows, and so regression is viable and �W can be 
found. We can choose the number of rows for �N  and �M ; we chose six 
and three, respectively (three dimensions for �M captured 77–92% of 
the variance). This produces three muscle readouts (putative output-
potent dimensions) and three putative output-null dimensions. To 
find �W , we considered only the activity during the movement and 
used linear regression. The result of all of the above is to identify a 
reasonable estimate for how the muscles could read out a weighted 
sum of neurons’ firing rates.

Our overarching goal was to test whether one must propose that 
preparatory activity is reduced by a nonlinearity (threshold or low 
gain) or whether substantial reduction occurs as a result of the struc-
ture of W. That is, we ask whether the preparatory activity in N falls 
mainly in the null space of W and is therefore not read out by the 
muscles. To test this, we compared the activity in the muscle read-
outs (output-potent dimensions) with the activity in the output-null 
dimensions, which cannot pass through �W . Mathematically, the space 
of muscle readouts is the row space of �W , and the output-null dimen-
sions form the null space of �W .

As our test, we measured whether more preparatory activity  
survived in the putative output-null dimensions or in the putative  
output-potent dimensions. To avoid circularity, we identified these 
spaces using movement activity; only then did we test prepara-
tory activity. Our measure was a ‘tuning ratio’ (Online Methods),  
computed by taking the strength of preparatory tuning in the  
output-null dimensions divided by the strength of preparatory tuning 
in the output-potent dimensions (Fig. 4c).

Consider the data in Figure 3b. The tuning ratio asks how  
elongated the ellipse is and whether it is in fact aligned with the  
output-null dimensions. If our hypothesis is correct, then the tuning 

ratio should be considerably greater than 1. We found that the tuning 
ratio ranged from 2.8 to 8.2 (Fig. 4c).

We employed extensive simulations to verify that this analysis 
detects exploitation of output-null dimensions during preparation 
when appropriate but does not do so when such structure is absent. 
We created simulated data sets, varying how strongly the preparatory 
activity was confined to the output-null dimensions. The simulated 
neural and muscle activity (Fig. 5b,d) qualitatively resembled our 
recorded neural and muscle activity (Fig. 5a,c). We analyzed this sim-
ulated data using the method described above. Our method correctly  
detected how strongly the preparatory activity was confined to  
output-null dimensions and rarely produced false positives (Fig. 5e–h;  
the results lie nearly along the line y = x, or below). This was true 
even when we introduced nonlinearities to simulate firing rate satu-
ration and floor effects (i.e., when firing rates were always positive 
and median firing rates were low; see Fig. 5b,d). As a technical note, 
this nonlinearity changes the relationship between neural and mus-
cle activity to M = f(WN), with f a non-time-varying nonlinearity 
that is not responsible for gating. The method was also robust when 
‘errors’ were made in applying the analysis with the wrong dimen-
sionality (Fig. 5g,h) or when unequal numbers of output-null and 
output-potent dimensions were present in the data (Supplementary 
Fig. 3). When results differed substantially from the true underlying 
value, the results were nearly always underestimates, meaning that the 
results reported in Figure 4 are most likely conservative.

Returning to the real data, the tuning ratio was greater than unity 
in all four data sets obtained from two monkeys (Fig. 4c). This indi-
cates that preparatory tuning remained mostly within the output-null 
dimensions, avoiding the output-potent dimensions. This dimensional 
preference was large: on average (geometric mean), the tuning ratio 
was 4.5. Using conservative Monte Carlo simulation–derived statistics  
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Figure 4 Output-null results for cortex to muscles. (a) Neural activity  
in one output-null dimension for one data set (JA-2D1). All activity is 
trial-averaged, and each trace represents the response for a different 
condition; a.u., arbitrary units. (b) Neural data in one output-potent 
dimension. Dimensions were identified relative to EMG activity. This 
pair of example dimensions has a tuning ratio of 9.2. Bars indicate test 
epoch (−100 to 400 ms from target onset), where the tuning ratio was 
computed, and regression epoch (−50 to 600 ms from movement onset), 
where dimensions were identified. (c) Fraction of preparatory tuning 
(across conditions and times) in output-null (gray) and output-potent 
(black) dimensions for each data set. Tuning ratios indicated above bars; 
all values were significantly greater than unity. (d) Tuning at each time 
point, in the output-null and output-potent dimensions. Flanking traces 
indicate s.e.m. computed via resampling of conditions. Targ, target onset; 
Move, movement onset.
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Accords nicely with observation that 
preparatory tuning often uncorrelated with 

peri-movement tuning

“Trial-averaged data were used except where noted: the 
primary goal of these analyses was to explain how there 

can be preparatory tuning without movement, not to 
explain trial-by-trial variability.”

caveat: trial-averaged activity only!
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Fig 6:          premotor cortex (PMd) → M1 

• does the same finding hold? 
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Fig 6:          premotor cortex (PMd) → M1 
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was higher: PMd and M1 both had dimensionalities of ~7–15, as 
in other data sets25,35,40. We therefore retained 14 dimensions for 
PMd in our main PMd-to-M1 analysis (this captured 64–67% of the 
variance, approximately where the variance captured per dimension 
leveled off) and 7 for M1. We verified that effects were similar with a 

PMd dimensionality of 10, 12, 16 and 18. In all 20 cases (4 data sets × 
5 dimensionalities), we observed the expected-direction effect.

Notably, the behavior in our data sets included both curved and 
straight reaches. This provided a wider variety of movements, but 
curved reaches might conceivably differ from straight reaches in some 
important way. We therefore repeated our analyses on the one-third 
of our data consisting of straight reaches (with no virtual barriers 
presented). Our effect sizes were reduced, as expected when ana-
lyzing smaller amounts of data, but the same effect direction was 
always observed. For the cortex-to-muscles analysis, the tuning ratios 
were 1.9, 2.8, 2.8* and 1.3 (data set J, N, JA, NA; *P = 0.025). For the 
PMd-to-M1 analysis, the tuning ratios were 1.5 and 2.0* (JA, NA;  
*P = 0.049). Since these effect sizes were smaller than when using the 
full range of conditions, replications of this work using only straight 
reaches would likely require a larger number of neurons to reliably 
obtain statistical significance.

Controls for interpretation
There are two possible interpretations of the above results. First, the 
activity of different neurons may appropriately co-vary (for example, 
one neuron’s rate increases while the other’s decreases, as in Fig. 2) to 
avoid prematurely causing movement. This would make the output- 
null dimensions a true population-level phenomenon, one that could 
not be observed directly by examining one neuron at a time41–43. 
Alternatively, the output-null and output-potent dimensions might 
correspond to segregated populations of neurons. That is, output-
potent dimensions might include only neurons that are quiet during 
preparation. We reiterate that our dimension identification did not use 
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Figure 6 Output-null results for PMd to M1. Format as in Figure 4.  
(a) Neural activity in one PMd output-null dimension for one data  
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output-potent dimension. Dimensions were identified relative to M1 
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Figure 7 Controls for output-null analysis.  
(a) Results of output-null analysis, with M1 
as source and PMd as target. As expected, no 
substantial effect was found. (b) Muscle activity 
over time relative to key epochs. Each muscle’s 
activity was first normalized by its range. Heavy 
trace indicates mean across muscles. Distance 
from thin traces to thick trace shows mean tuning 
depth (assessed as s.d. across conditions). 
Red bar shows epoch used to identify output-
potent dimensions. Effect size computed using 
only preparatory data (black bar). Monkey J; 
a.u., arbitrary units. (c) Black bars, measured 
effect size for each data set. Blue bars, effect 
size due to neurons with strong preparatory 
tuning preferentially contributing to output-null 
dimensions. Chance is unity. P-M, PMd-to-M1 
analysis. (d) Neurons’ contributions to the output-
null and output-potent dimensions. For each 
neuron, we computed a space preference index that was 1 if the neuron contributed solely to output-potent dimensions and −1 if the neuron contributed 
solely to output-null dimensions. The histogram of values from the data is plotted in black (data set J). Chance distribution is plotted in purple. Horizontal 
bars (above) show o1 s.d. Dots indicate means. Values for examples below indicated by green arrowheads. (e) PSTH for example neuron that mainly 
contributed to output-null dimensions. Unit J36. (f) Same as e, for neuron that contributed almost equally to output-null and output-potent dimensions. 
Unit J2. (g) Same as e, for neuron that mainly contributed to output-potent dimensions. Unit J149. Targ, target onset; Move, movement onset.
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was higher: PMd and M1 both had dimensionalities of ~7–15, as 
in other data sets25,35,40. We therefore retained 14 dimensions for 
PMd in our main PMd-to-M1 analysis (this captured 64–67% of the 
variance, approximately where the variance captured per dimension 
leveled off) and 7 for M1. We verified that effects were similar with a 

PMd dimensionality of 10, 12, 16 and 18. In all 20 cases (4 data sets × 
5 dimensionalities), we observed the expected-direction effect.

Notably, the behavior in our data sets included both curved and 
straight reaches. This provided a wider variety of movements, but 
curved reaches might conceivably differ from straight reaches in some 
important way. We therefore repeated our analyses on the one-third 
of our data consisting of straight reaches (with no virtual barriers 
presented). Our effect sizes were reduced, as expected when ana-
lyzing smaller amounts of data, but the same effect direction was 
always observed. For the cortex-to-muscles analysis, the tuning ratios 
were 1.9, 2.8, 2.8* and 1.3 (data set J, N, JA, NA; *P = 0.025). For the 
PMd-to-M1 analysis, the tuning ratios were 1.5 and 2.0* (JA, NA;  
*P = 0.049). Since these effect sizes were smaller than when using the 
full range of conditions, replications of this work using only straight 
reaches would likely require a larger number of neurons to reliably 
obtain statistical significance.

Controls for interpretation
There are two possible interpretations of the above results. First, the 
activity of different neurons may appropriately co-vary (for example, 
one neuron’s rate increases while the other’s decreases, as in Fig. 2) to 
avoid prematurely causing movement. This would make the output- 
null dimensions a true population-level phenomenon, one that could 
not be observed directly by examining one neuron at a time41–43. 
Alternatively, the output-null and output-potent dimensions might 
correspond to segregated populations of neurons. That is, output-
potent dimensions might include only neurons that are quiet during 
preparation. We reiterate that our dimension identification did not use 
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(a) Neural activity in one PMd output-null dimension for one data  
set (NA-D4); a.u., arbitrary units. (b) Neural activity in one PMd  
output-potent dimension. Dimensions were identified relative to M1 
activity. This example pair of dimensions has a tuning ratio of 3.8.  
(c) Fraction of preparatory tuning (across conditions and times) in  
output-null (gray) and output-potent (black) dimensions for each data set. 
Both ratios were significantly greater than unity. (d) Tuning at each time 
point, in the output-null and output-potent dimensions. Flanking traces 
indicate s.e.m. computed via resampling of conditions. Targ, target onset; 
Move, movement onset.
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Figure 7 Controls for output-null analysis.  
(a) Results of output-null analysis, with M1 
as source and PMd as target. As expected, no 
substantial effect was found. (b) Muscle activity 
over time relative to key epochs. Each muscle’s 
activity was first normalized by its range. Heavy 
trace indicates mean across muscles. Distance 
from thin traces to thick trace shows mean tuning 
depth (assessed as s.d. across conditions). 
Red bar shows epoch used to identify output-
potent dimensions. Effect size computed using 
only preparatory data (black bar). Monkey J; 
a.u., arbitrary units. (c) Black bars, measured 
effect size for each data set. Blue bars, effect 
size due to neurons with strong preparatory 
tuning preferentially contributing to output-null 
dimensions. Chance is unity. P-M, PMd-to-M1 
analysis. (d) Neurons’ contributions to the output-
null and output-potent dimensions. For each 
neuron, we computed a space preference index that was 1 if the neuron contributed solely to output-potent dimensions and −1 if the neuron contributed 
solely to output-null dimensions. The histogram of values from the data is plotted in black (data set J). Chance distribution is plotted in purple. Horizontal 
bars (above) show o1 s.d. Dots indicate means. Values for examples below indicated by green arrowheads. (e) PSTH for example neuron that mainly 
contributed to output-null dimensions. Unit J36. (f) Same as e, for neuron that contributed almost equally to output-null and output-potent dimensions. 
Unit J2. (g) Same as e, for neuron that mainly contributed to output-potent dimensions. Unit J149. Targ, target onset; Move, movement onset.

• repeat analysis but use PM 
  as input and M1 as output

22



summary
• null spaces: simple reason preparatory neural 

activity fails to generate movement 
(i.e., muscles add it up in a way that cancels out)

• preparatory PMd activity also lies in null space 
of weights driving M1 from PMd

new technique:
• principal components regression (PCR) - first 

project data onto top k PCs, then do regression.

( we will cover this in ~2-3 lectures!)
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