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Retinal responses to white noise

        Shlens, Field, Gauthier, Greschner, Sher , Litke & Chichilnisky (2009).

(ON parasol cells)
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neural coding problem

• How are stimuli and actions encoded in neural activity?
• What aspects of neural activity carry information?
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encoding models

• develop flexible statistical models of P(y|x)  
• quantify information carried in neural responses

Approach: 
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Columns correspond to the activities at different times and for differ-
ent movements. W contains the weights for the linear mapping from 
neurons to muscles. That is, W specifies the weighted sum of neurons’ 
firing rates that drives each muscle.

To build intuition about this model, consider the following extreme, 
unphysiologically simplified situation. Imagine that just two excitatory 
neurons synapsed directly on a muscle, and this muscle produced force 
proportional to the sum of its two inputs. As long as the sum of the 
two inputs remained constant, the muscle would produce a constant 
amount of force: no ‘gate’ or ‘switch’ is required. The activity of these 
two neurons can be represented as a point in a two-dimensional firing 
rate space. Their pattern of activity over time is a trajectory through 
this space35–37. In the state space, the constant-sum line forms an  
‘output-null’ dimension (Fig. 2). The muscle’s force output will change 
only if there is a change in the sum of the neurons’ firing rates; we term 
the direction in which that sum changes the ‘output-potent’ dimension 
(Fig. 2). This idea also generalizes to more complex cases: if one of 
these hypothetical neurons had a net inhibitory effect, the dimensions 
would be switched. With many neurons, we would expect multiple 
output-null dimensions. If there were multiple independent muscles, 
we would need multiple output-potent dimensions. This is all to say 
that activity in the output-potent dimensions would be read out by the 
target muscle or brain area, whereas activity in output-null dimensions 
would not be visible to the target. Formally, any activity changes in 
output-null dimensions fall in the null space of W. Conversely, activity 
changes in output-potent dimensions fall in the row space of W.

The existence of output-potent and output-null dimensions is likely 
inevitable, as there are more neurons than muscles. The key question 
is whether the brain exploits these dimensions to control when cir-
cuits communicate (as opposed to relying on nonlinear thresholds or 
a time-varying gain). The hypothesis that output-null dimensions are 
used to control communication leads to two predictions. First, if this 
mechanism operates between cortex and muscles, then during motor 
preparation changes in neural firing rates should occur in combina-
tions that produce changes in output-null dimensions but do not pro-
duce changes in dimensions that are output-potent with respect to the 
muscles (Fig. 2). Second, if this same mechanism operates between 
cortical areas, we would expect PMd preparatory activity to prefer-
entially occupy dimensions that are output-null with respect to M1. 

If this latter prediction is correct, this could help produce the well-
known reduction in preparatory activity between PMd and M1.

Exploitation of output-null dimensions is unlikely to leave any par-
ticular signature at the level of single neurons. Changing state along 
the output-null dimensions corresponds to activity changes in most 
of the relevant neurons (Fig. 2). Such activity cancels out only at the 
level of the population output. Intriguingly, though, this model tends 
to produce neurons with mismatches in tuning between the prepara-
tory and movement periods, as has been observed previously25–28. 
Thus, if one averages over neurons based on their preferred reach 
condition during movement, their preparatory tuning largely aver-
ages away (Supplementary Fig. 1). This mismatch is suggestive, but 
it forms only an indirect test and is neither necessary nor sufficient to 
demonstrate that such a model is correct (Online Methods). Testing 
this hypothesis requires both knowing the population response and 
estimating the output-null and output-potent dimensions.

To test our hypothesis, we used a variant of a standard delayed-
reaching task with two monkeys, J and N (Fig. 1 and Online Methods). 
We recorded the population response using both single- and multiunit 
neural activity (using single moveable electrodes for data sets J and 
N, and silicon electrode arrays for data sets JA and NA) and muscle 
activity (using percutaneous electrodes). Trial-averaged data were 
used except where noted: the primary goal of these analyses was to 
explain how there can be preparatory tuning without movement, not 
to explain trial-by-trial variability. Thus, all repeats of the same con-
dition were averaged to produce a single rate versus time. The same 
reaches were required every day and monkeys were highly practiced. 
Repeated reaches to the same targets were thus extremely similar to 
one another over the course of months (Supplementary Fig. 2). Data 
from different days were therefore combined.

As a basic test for the plausibility of exploiting output-null dimen-
sions, we can search for neuron pairs whose preparatory activity 
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Figure 1 Task and typical data. (a) Layout of maze task. One typical 
trial shown. The same mazes were repeated many times; each maze is 
hereafter called a ‘condition’. (b) Top, task timeline. The monkey initially 
touched a central spot with a cursor projected slightly above his fingertip; 
then a target and (typically) barriers appeared. On some trials, two 
inaccessible distractor ‘targets’ also appeared. After the Go cue (cessation 
of slight target jitter, extinguishing of central spot), the monkey made a 
curved reach around the barriers to touch the accessible target, leaving 
a white trail on the screen. If no barriers were present, reaches were 
straight. Middle, trial-averaged deltoid EMG; a.u., arbitrary units. Bottom, 
firing rate of one PMd neuron. Target, target onset; Go, go cue; Move, 
movement onset. Flanking traces show s.e.m. Maze identifier 100, neuron 
J-PM48, EMG recording J-PD10.
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Figure 2 Simplified output-null model. For illustration, assume a muscle 
receives input from two neurons and produces a response that is the linear 
sum of the inputs. If the sum is constant (output-null dimension), the 
muscle cannot distinguish between input 1 being high and 2 low, and vice 
versa. When the sum changes (output-potent dimension), muscle output 
will change. If preparatory neural activity changes only within the output-
null dimension (two different reaches illustrated in darker and lighter 
shades), then the muscle’s activity remains constant; when neural activity 
changes in the output-potent dimension also, movement ensues. Insets: 
PSTHs for the neurons and PSTH-like views of output-potent and output-
null dimensions. T, target onset; G, go cue; FR, firing rate.
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[Kauffman et al 2014]

• not restricted to sensory variables

neural coding problem



spikes

membrane 
potential

imaging

neural activity
encoding models

“external covariates”

[Hardcastle et al 2015]

“regression models”

• not restricted to sensory variables

neural coding problem
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• capture hidden structure underlying neural activity

latent encoding 
models

latent variable
(unobserved or 

“hidden”)

(eg. low-dimensional or discrete states)
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latent dynamical 
encoding models

• capture hidden dynamics underlying neural activity

(unobserved or 
“hidden”)
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descriptive 
statistical models What is the code?

Why does the code
take this form?

normative theories
(e.g. “efficient coding”)

How is it implemented?
anatomy, 

biophysics



1. Spike count models & Maximum Likelihood

2. Spike train models (GLMs with spike history)

3. Multiple Spike Train Models (GLMs with coupling)

4. Regularization

5. Beyond GLM

6. Latent variable models

Outline



simple example #1: linear Poisson neuron

spike count

spike rate

encoding model:

stimulusparameter

important distributions

Gaussian
0 1 2 3 4 5 6 7 8 9 10

−3 −2 −1 0 1 2 3

Poisson

0 1 2 3 4 5 6 7 8 9 10

−3 −2 −1 0 1 2 3

others that may come up: Bernoulli, binomial, multinomial, exponential, gamma, 

37

= mean = variance
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conditional distribution
P (y|x)
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Maximum Likelihood Estimation:  

• given observed data           , find    that maximizes 

all spike
counts

all 
stimuli

parameters

}
single-trial probability

Q: what assumption are we making about the responses?
A: conditional independence across trials!



A: when considering it as a function of     !

Maximum Likelihood Estimation:  

• given observed data           , find    that maximizes 

all spike
counts

all 
stimuli

parameters

}
single-trial probability

Q: what assumption are we making about the responses?
A: conditional independence across trials!

Q: when do we call                   a likelihood?
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Maximum Likelihood Estimation:  

• given observed data           , find    that maximizes 

• could in theory do this by turning a knob

P (y|x)
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Maximum Likelihood Estimation:  

• given observed data           , find    that maximizes 

• could in theory do this by turning a knob

P (y|x)
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Maximum Likelihood Estimation:  

• given observed data           , find    that maximizes 

• could in theory do this by turning a knob

P (y|x)
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likelihood

Likelihood function:                     as a function of 

Because data are independent:

0 1 2



0 1 2

log-likelihood

log

Likelihood function:                     as a function of 

Because data are independent:

0 1 2

likelihood



0 1 2

log-likelihood

Do it: solve for 



•Closed-form solution when model in “exponential family”

0 1 2

log-likelihood



Properties of the MLE  (maximum likelihood estimator)

• consistent                                             
(converges to true     in limit of infinite data)


• efficient                                                 
(converges as quickly as possible,  
i.e., achieves minimum possible asymptotic error)



spike count

spike rate

encoding model:

stimulusparameter

simple example #2: linear Gaussian neuron
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All slices have same width

encoding distribution



Log-Likelihood

Differentiate, set to zero, and solve for ✓
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Log-Likelihood

Maximum-Likelihood Estimator:
(“Least squares regression” solution)

(Recall that for Poisson,                            )



example #3: unknown neuron
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Be the computational neuroscientist: what model would you use?



Example 3: unknown neuron

More general setup:
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firing rate is nonlinear

Poisson firingThis is a GLM!



stimulus filter    Poisson
spiking

stimulus

f

λ(t)

exponential
nonlinearity

dimensionality
reduction

nonlinear
stretching

noise

“basic” Poisson generalized linear model (GLM)

Linear-Nonlinear-Poisson (LNP) model

spike rate
spike count

✓
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• also known as a “cascade” model



What is a GLM?

Be careful about terminology:

Linear Linear

General Linear Model Generalized Linear Model

GLM GLM≠

(Nelder 1972)



Moral:
Be careful when naming your model!



Linear Noise

“Dimensionality  
Reduction”

(exponential family)

Examples: 1.  Gaussian

2.  Poisson

y = ~✓ · ~x + ✏

1.  General Linear Model



2.  Generalized Linear Model

Linear

Examples: 1.  Gaussian

2.  Poisson

Noise
(exponential family)

Nonlinear 

y = f(~✓ · ~x) + ✏



2.  Generalized Linear Model

Linear Noise
(exponential family)

Nonlinear 

Terminology:

“distribution 
function”

“parameters”
= “link function”

f
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= “the nonlinearity”
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Applying it to data

linear
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vector stimulus 
at time t

yt = ~k · ~xt + noise

time

response
at time t
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at time t
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walk through the data 
one time bin at a time
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Build up to following matrix version:

0
0
1

…

Y X~k= +   noise

…

~k=tim
e

design matrix 



Computing maximum likelihood estimate

0
0
1

…

Y X~k= +   noise

…
=tim

e

stimulus 
covariance

spike-triggered avg
(STA)

k̂ = (XTX)�1XTY

~k

1. “Linear-Gaussian” GLM:



0
0
1

…

Y = +   noise

…
=tim

e

2. Poisson GLM: k = glmfit(X,Y,‘Poisson’);

maximum likelihood fit
(assumes exponential nonlinearity by default)

~k

Computing maximum likelihood estimate
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0
0
1

…

Y = +   noise

…
=tim

e

3. Bernoulli GLM: k = glmfit(X,Y,’binomial’);
(assumes logistic nonlinearity by default)

~k

“logistic regression”

outputs 0 and 1

Computing maximum likelihood estimate
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GLM summary

k̂ = (XTX)�1XTY

1. Linear-Gaussian GLM: Y |X,~k ⇠ N (X~k,�2I)

2. Poisson GLM:

3. Bernoulli GLM: yt|~xt,~k ⇠ Ber(f(~xt · ~k))
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log-likelihood:

MLE:

log-likelihood:

“logistic regression” if

integer counts

binary counts

continuous
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yx
stimuli spike trains

NEXT:  

GLMs with spike-history and coupling



stimulus filter    Poisson
spiking

stimulus

k
λ(t)

spike rate

exponential
nonlinearity

f

• problem: assumes spiking depends only on stimulus!

Poisson GLM



Poisson GLM with spike-history dependence

post-spike filter

exponential
nonlinearity

probabilistic
spiking

stimulus

stimulus filter

+

(Truccolo et al 2004, Gerstner 2001)

• output: no longer a Poisson process
• interpretation: “soft-threshold” integrate-and-fire model

spike rate:

k
h

f



Poisson GLM with spike-history dependence

post-spike filter

exponential
nonlinearity

probabilistic
spiking

stimulus

stimulus filter

+

(Truccolo et al 2004, Gerstner 2001)

k
h

f

filter output

traditional IF

filter output

∞
“hard threshold”

“soft-threshold” IF

sp
ik

e 
ra

te

• interpretation: “soft-threshold” integrate-and-fire model
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GLM dynamic behaviors

post-spike filter 
h(t)

stimulus

p(spike)

• irregular spiking

filter outputs
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GLM dynamic behaviors

post-spike filter 
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• regular spiking

filter outputs
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GLM dynamic behaviors

post-spike filter 
h(t)

stimulus

filter outputs
(“currents”)

p(spike)

• adaptation



GLM dynamic behaviors

post-spike filter 
h(t)

• bursting

filter outputs
(“currents”)

p(spike)

stimulus



GLM dynamic behaviors (from Izhikevich)
A B C D

E F G H

I J K L

M N O P

tonic spiking phasic spiking tonic bursting phasic bursting

mixed mode type I type II

spike latency resonator integrator rebound spike

rebound burst variability
bistability I bistability II

50 ms

spike frequency
adaptation

threshold

Figure 6: Suite of dynamical behaviors of Izhikevich and GLM neurons. Each panel,

top to bottom: stimulus (blue), Izhikevich neuron response (black), GLM responses

on five trials (gray), stimulus filter (left, blue), and post-spike filter (right, red). Black

line in each plot indicates a 50 ms scale bar for the stimulus and spike response.

(Differing timescales reflect timescales used for each behavior in original Izhikevich

paper (Izhikevich, 2004)). Stimulus filter and post-spike filter plots all have 100 ms

duration.
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(Weber & 
Pillow 2017)
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GLM spikes
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GLM parameters



multi-neuron GLM 
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...

time t

GLM equivalent diagram:

spike rate



Uzzell et al (J Neurophys 04)

• stimulus = binary flicker 
• parasol retinal ganglion cell spike responses 

Example dataset
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Example dataset



YX~k

tim
e

time lag
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neuron 1
spike-hist

neuron 2
spike-hist

neuron 3
spike-hist

neuron 4
spike-hist

YX~k

spike responsedesign matrix

Stimulus + History + 3 Neuron Coupling GLM



Fitting: Maximum Likelihood

•  maximize log-likelihood for 
   filters {k, h1, h2, …hn}GLMData

• log-likelihood is concave 
• no local maxima  [Paninski 04]

logP (Y |X) =
X

t

yt log �t � �t
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firing rate:



convexity and concavity

concave convex

• everywhere downward 
curvature

• everywhere upward 
curvature

• maximizing concave function ⟺ minimizing a convex function

• preclude existence of non-global local optima
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Decoding 

y

x ?

• estimate stimuli from the observed spike times 
• tool for comparing different encoding models

1 pixel 



Frechette et al, 2005

Decode: response 1

Q: what was the stimulus?



Frechette et al, 2005

Decode: response 2

Q: what was the stimulus?
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y

x ?

Bayes’ rule:

likelihoodposterior prior

Bayesian Decoding 



y

x ?

Bayes’ rule:

likelihoodposterior prior

“independent” 
(uncoupled GLM)

“joint encoding” 
(coupled GLM)

vs.

Bayesian Decoding 



Decoding Comparison

Bayesian 
decoding

0

1 0

2 0

3 0

4 0
w/o coupling

with coupling

20% increase

linear 
decoding

linear

[Pillow et al 2008]



Regularization



Modern statistics
• more dimensions than samples

= N 
observations

D regressors

• fewer equations than unknowns!
• no unique solution

+ noise



Simulated Example

truetrue w maximum likelihood

• 100-element filter (D=100)
• 100 noisy samples (N=100)

maximize

“overfitting” - parameters fit to details in the training data 
that are not useful for predicting new data 



Simulated Example

truetrue w maximum likelihood

maximize

“ridge regression”

maximize

penalty on 
big weights

• 100-element filter (D=100)
• 100 noisy samples (N=100)

true

maximum likelihood 

ridge

Lasso

automatic relevance

automatic smoothness

“L2 shrinkage”

ARD
(sparse)

ASD

“L1 shrinkage”
(sparse)

  - biased, but gives improved performance for appropriate 
choice of λ  (James & Stein 1960) 



Simulated Example

truetrue w maximum likelihood

maximize

“smoothed”

maximize

smoothness
penalty

• 100-element filter (D=100)
• 100 noisy samples (N=100)

Simplest answer: use cross-validation!
Q: how to set the regularization strength    ?       �



GLM tutorial (matlab):
code: https://github.com/pillowlab/GLMspiketraintutorial 
data:  available on request from pillow@princeton.edu

• tutorial1_PoissonGLM.m - fitting of a linear-Gaussian GLM and 
Poisson GLM (aka LNP model) to RGC neurons stimulated with 
temporal white noise stimulus. 

• tutorial2_spikehistcoupledGLM.m - fitting of a Poisson GLM with 
spike-history and coupling between neurons. 

• tutorial3_regularization_linGauss.m - regularizing linear-Gaussian 
model parameters using maximum a posteriori (MAP) estimation under 
two kinds of priors:
◦ (1) ridge regression (aka "L2 penalty");
◦ (2) L2 smoothing prior (aka "graph Laplacian”).

• tutorial4_regularization_PoissonGLM.m - MAP estimation of Poisson-
GLM parameters using same two priors as in tutorial3.



GLM summary

• linear (“dim reduction”) + nonlinear + noise 

• incorporate spike-history via “spike history” filter

• rich dynamical properties: refractoriness, bursting, adaptation

• incorporate correlations between neurons via “coupling” 
filters

• flexible tool for encoding & decoding analyses

• regularize to reduce overfitting (essential w/ correlated 
stimuli)



Beyond GLM



Taylor series expansion of a function f(x) in n dimensions

const
 

vector
     

matrix
     
     
     
     
     

3-tensor

     
     
     
     
     

1 n 
(20)

n3

(8000)
n2

(400)
# parameters:

polynomial models

Volterra / Wiener Kernels

Lee & Schetzen 1965
Marmarelis & Naka 1972
Korenberg & Hunter1986

• from “systems identification” literature (1960s-70s)
• white noise stimuli 
• estimate kernels using moments of spike-triggered stimuli



Why are Volterra/Wiener models (generally) bad?

• no output nonlinearity
• polynomials give poor fit to neural nonlinearities (e.g., 

rectifying, saturating)
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• responses may depend on more than one projection of stimulus!
• emphasis on dimensionality reduction

• no longer technically a GLM if fitting nonlinearity f

multi-filter LNP 



multi-filter LNP 

• Spike-triggered covariance (STC)  [de Ruyter & Bialek 1998, Schwartz et al 2006]

• Generalized Quadratic Model (GQM) [Park & Pillow 2011; Park et al 2013; Rajan et al 2013]

• maximally informative dimensions (MID) / maximum likelihood 

[Sharpee et al 2004] [Williamson et al 2015]

Estimators: 



extending GLM to conductance-based model

Stimulus

nonlinearity

inh filter

exc filter

noise

post-spike filter
spikes

�(t) = f(V (t))

membrane
dynamics

dV

dt
= gl(El � V ) + ge(Ee � V ) + gi(Ei � V )

inst. spike rate

conductances
ge(t) = fc(ke · x(t))
gi(t) = fc(ki · x(t))

• shunting inhibition
• adaptive changes in dynamics

[Latimer et al 2014]



excitatory (from spikes)
inhibitory (from spikes)
excitatory (from conductance)
inhibitory (from conductance)

Linear filters
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• intracellular recordings in macaque parasol RGCs (Fred Rieke)
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measured conductances
fit to conductance (R2=0.83)
fit to spikes (R2 = 0.63)

(R2=0.63)
(R2 = 0.51)

extending GLM to conductance-based model

[Latimer et al 2014]



many other biophysically oriented extensions

other aspects of neuronal processing into the linear stimulus-
processing framework, and can be used to model nonlinear
stimulus processing through predefined nonlinear transformations
[31,32,58]. Importantly, this approach also provides a foundation
for parameter estimation for the NIM.

A principal motivation for the NIM structure is that if the
neuronal output at one level is well described by an LN model,
downstream neurons will receive inputs that are already rectified
(or otherwise nonlinearly transformed). Thus, we use LN models
to represent the inputs to the neuron in question, and the neuron’s
response is given by a summation over these LN inputs followed by
the neuron’s own spiking nonlinearity (Fig. 2B). Importantly, this
allows us to account for the rectification of a neuron’s inputs
imposed by the spike-generation process. The NIM can thus be
viewed as a ‘second-order’ generalization of the LN model, or an
LNLN cascade [59,60]. Previous work from our lab [45] cast this
model structure in a probabilistic form, and suggested several
statistical innovations in order to fit the models using neural data
[45,61,62]. Here, we present a general and detailed framework for
NIM parameter estimation that greatly extends the applicability of
the model. This model structure has also been suggested for
applications outside of neuroscience in the form of projection
pursuit regression [63], including generalizations to response
variables with distributions from the exponential family [64].

The processing of the NIM is comprised of three stages (Fig. 2C):
(a) the filters ki that define the stimulus selectivity of each input; (b)
the static ‘upstream’ nonlinearities fi(.) and corresponding linear
weights wi which determine how each input contributes to the
overall response; and (c) the spiking nonlinearity F[.] applied to the
linear sum over the neuron’s inputs. The predicted firing rate r(t) is
then given as:

r(t)~F
X

i

w ifi ki
:s(t)ð Þð Þzh:x(t)

" #

, ð1 Þ

where s(t) is the (vector-valued) stimulus at time t, x(t) represents
any additional covariates (such as the neuron’s own spike history),
and h is a linear filter operating on x. Note that equation (1)
reduces to a GLM when the fi(.) are linear functions. The wi can
also be extended to include temporal convolution of the subunit
contributions to model the time course of post-synaptic responses
associated with individual inputs [45], as well as ‘spatial’
convolutions to account for multiple spatially distributed inputs
with similar stimulus selectivity [65]. Since equivalent models can
be produced by rescaling the wi, and fi(.) (see Methods), we
constrain the subunit weights wi to be either +/21. Because we
generally assume the fi(.) are rectifying functions, the wi thus specify
whether each subunit will have an ‘excitatory’ or ‘inhibitory’
influence on the neuron.

Parameter estimation for the NIM is based on maximum
likelihood (or maximum a posteriori) methods similar to those used
with the GLM [6–8]. Assuming that the neuron’s spikes are
described in discrete time by a conditionally inhomogeneous
Poisson count process with rate function r(t), the log-likelihood (LL)
of the model parameters given an observed set of spike counts
Robs(t) is given (up to an overall constant) by:

LL~
X

t

Robs(t)log r(t){r(t)ð Þ: ð2 Þ

To find the set of parameters that maximize the likelihood (eq.
2), we adapt methods that allow for efficient parameter
optimization of the GLM [7]. First, we use a parametric spiking
nonlinearity given by F[x] = alog[1+exp(b(x-h))], with scale a,
shape b, and offset h. Other functions can be used, so long as they
satisfy conditions specified in [7]. This ensures that the likelihood
surface will be concave with respect to linear parameters inside the
spiking nonlinearity [7], and in practice will be well-behaved for
other model parameters (see Fig. S1; Methods).

Figure 2. Schematic of LN and NIM structures. A) Schematic diagram of an LN model, with multiple filters (k1, k2, …) that define the linear
stimulus subspace. The outputs of these linear filters (g1, g2, …) are then transformed into a firing rate prediction r(t) by the static nonlinear function
F[g1,g2,…], depicted at right for a two-dimensional subspace. Note that while the general LN model thus allows for a nonlinear dependence on
multiple stimulus dimensions, estimation of the function F[.] is typically only feasible for low (one- or two-) dimensional subspaces. B) Schematic
illustration of a generic neuron that receives input from a set of ‘upstream’ neurons that are themselves driven by the stimulus s. Each of the
upstream neurons provides input to the model neuron that is generally rectified due to spike generation (inset at left), and thus is either excitatory or
inhibitory. The model neuron then integrates its inputs and produces a spiking output. C) Block diagram illustrating the structure of the NIM, based
on (B). The set of inputs are represented as (one-dimensional) LN models, with a corresponding stimulus filter ki, and ‘‘upstream nonlinearity’’ fi(.).
These inputs are then linearly combined, with weights wi, and fed into the spiking nonlinearity F[.], resulting in the predicted firing rate r(t). The NIM
thus has a ‘second-order LN’ structure (or LNLN), with the neuron’s own nonlinear processing shaped by the LN nature of its inputs.
doi:10.1371/journal.pcbi.1003143.g002
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to the system is analogous to a reaction rate that depends on the
concentration of the reactants. For example, the change in the
active state is described by

dA

dt
= inflow! outflow= kau ðtÞRðtÞ ! kfiAðtÞ; (Equation 1)

where R(t) and A(t) are the occupancies of the resting and active
states, ka and kfi are constants, and u (t) is the input that scales
the activation rate constant, ka.

When a train of pulses of either small or large amplitude drives
the four-state system, the larger input produces output pulses
with a smaller gain and also increases the baseline (Figure 2A).
To produce dynamics with both fast and slow timescales, the
fourth state (I2) couples to the first inactivated state (I1), using
slower rate constants. As a result, a slow shift in baseline occurs
following a change in the amplitude of the input. The rate
constants in the four-state model are the rates of activation
(ka), fast inactivation (kfi), fast recovery (kfr), slow inactivation
(ksi), and slow recovery (ksr).

Although this four-statesystemcanproduceadaptivechanges,
it lacks the temporal filtering and selectivity of retinal neurons. At
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Figure 2. The LNK Model
(A) A train of impulses that changed from low- to

high-amplitude is shownasan input, u (t), presented

to a first-order kinetic model with four states.

Numbers indicate rate constants for transitions

between the resting (R), active (A), and inactivated

states, (I1 and I2). The rateconstantbetween resting

and active states ismodulated by u (t). The output is

the occupancy of the active state (A(t)).

(B) The LNK model. The input, s(t), is convolved

with a linear temporal filter, FLNK(t), and then

passed through a static nonlinearity, NLNK(g), that

does not change with contrast. The output of

the nonlinearity, u (t), controls two rate constants

in the kinetics block, one that leads to the active

state and one that accelerates recovery from the

inactivated state, I2. Other rate constants are fixed,

and the output of the model r0ðtÞ is the active state.

(C) The membrane potential of an adapting ama-

crine cell compared to the LNK model output for a

transition to low contrast (left) and to high contrast

(right).

(D) The LNK model compared to the amacrine cell

response for three repeats of an identical stimulus

sequence.

(E) The distribution of the absolute difference in

membrane potential between responses to an

identical stimulus compared to the distribution of

the difference between the model output and

membrane potential responses. Results are

combined for six cells with three repeated

responses across the entire recording.

a fixed mean luminance, photoreceptors
are nearly linear. Strong rectification first
appears in amacrine and ganglion cells,
coincidingwith strong contrast adaptation
(Baccus and Meister, 2002; Kim and
Rieke, 2001; Rieke, 2001). This threshold

likely arises from voltage-dependent calcium channels in the
bipolar cell synaptic terminal (Heidelberger and Matthews,
1992), a point that would occur prior to adaptive changes in
sensitivity in the presynaptic terminal or postsynaptic membrane.
Thus, we combined the adaptive system with a linear-nonlinear
model, yielding a system with a linear temporal filter, a static
nonlinearity, and an adaptive kinetics block (Figure 2B). In this
linear-nonlinear-kinetic (LNK) model, the kinetics block contrib-
utes both to the overall temporal filtering and the sensitivity of
the system, making these properties depend on the input. Thus,
the linear filter (FLNK) and nonlinearity (NLNK) of the LNK model
are not the same as the filter and nonlinearity, FLN and NLN,
respectively, in an LN model fit to the entire response. To couple
the initial linear-nonlinear system to the kinetics block, the
output of the nonlinearity, u (t), scales one or two rate constants.
Although this means that the transition rate is proportional to the
nonlinearity output, a higher-order dependence—such as the
dependence of vesicle release on a higher power of the calcium
concentration—can be captured in the nonlinearity itself.
We fit LNK models using a constrained optimization algorithm

(see Experimental Procedures). The filter and nonlinearity were

Neuron

The Computational Structure of Variance Adaptation

1004 Neuron 73, 1002–1015, March 8, 2012 ª2012 Elsevier Inc.

[Real, Asari, Gollisch & Meister 2017]

Nonlinear input model (NIM)
[McFarland, Cui, & Butts 2013]

Linear-Nonlinear-Kinetics (LNK)
[Ozuysal & Baccus 2014]

We have developed a general model for V1 neurons (Fig. 1),
along with a direct method for fitting it to spiking data. The
model has two channels (one excitatory, one suppressive), each
formed from a weighted sum of linear-nonlinear (LN) subunits,
similar in concept to Hubel and Wiesel’s original description of
complex cell responses as resulting from a spatial combination of
simple cells (Hubel and Wiesel, 1962), to Barlow and Levick’s
characterization of directionally selective retinal ganglion cells in
the rabbit (Barlow and Levick, 1965), and to Victor and Shapley’s
subunit model for Y-type ganglion cells in cat retina (Victor and
Shapley, 1979).

To make the fitting problem tractable, we assume that the
subunit filters of each channel differ only in spatial position and
that their nonlinearities are identical. The difference between the
responses of the two channels is transformed with a rectifying
nonlinearity to give the firing rate of the neuron. We have devel-
oped a method for directly and efficiently estimating the model,
and have tested it on data from V1 neurons driven by spatiotem-
poral white noise. The results show that the fitted model outper-
forms previously published functional models (specifically, the
LN, energy, and spike-triggered covariance [STC]-based models)
for all cells, in addition to providing a more biologically reason-
able account of the origins of cortical receptive fields. A brief
account of some of this work has appeared previously (Vintch et
al., 2012).

Materials and Methods
Electrophysiology
We recorded from 38 well-isolated single neurons in the primary visual
area (V1) of adult macaque monkeys (Macaca nemestrina and M. fascicu-
laris; 6 males), using methods that are described in detail previously
(Cavanaugh et al., 2002). Typical experiments spanned 5–7 d during
which animals were maintained in an anesthetized and paralyzed state
through a continuous intravenous infusion of sufentanil citrate and ve-
curonium bromide. Vital signs (temperature, heart rate, end-tidal PCO2

levels, blood pressure, EEG activity, and urine quantity, and specific

gravity) were continuously monitored and maintained within physiolog-
ical limits. Eyes were treated with topical gentamicin, dilated with topical
atropine, and protected with gas-permeable hard contact lenses. Addi-
tional corrective lenses were chosen via direct ophthalmoscopy to make
the retinae conjugate with the experimental display. All experimental
procedures and animal care were performed in accordance to protocols
approved by the New York University Animal Welfare Committee, and
in compliance with the National Institute of Health Guide for the Care and
Use of Laboratory Animals.

We recorded neuronal signals with quartz-platinum-tungsten micro-
electrodes (Thomas Recording) lowered through a craniotomy and du-
rotomy centered between 10 and 16 mm lateral to the midline and
between 3 and 6 mm behind the lunate sulcus. We recorded across all
cortical depths. Receptive fields were centered in the inferior quadrant of
the visual field, between 2 and 5 degrees from the center of gaze. The
amplified signal from the electrode was bandpassed (300 Hz to 8 kHz)
and routed to a time-amplitude discriminator, which detected and time-
stamped spikes at a resolution of 0.1 ms.

Visual stimulation
We presented pixellated (XYT) noise stimuli on a gamma-corrected CRT
monitor (Eizo T966; mean luminance, 33 cd/m 2), at a resolution of
1280 ! 960 pixels, with a refresh rate of 120 Hz, positioned 114 cm from
the animal’s eyes. We generated stimuli pseudorandomly using Expo
software (http://corevision.cns.nyu.edu) on an Apple Macintosh com-
puter. The stimuli consisted of a pixel array (usually 16 ! 16) filled with
white, ternary noise that was continuously refreshed at 40 Hz. The width
of the array was approximately double that of the receptive field (as
measured with optimized drifting gratings) while still maintaining ade-
quate pixel resolution to capture receptive field features. For a subset of
cells, we measured responses to a repeated “frozen” sample of noise for
cross-validation. Each sample of frozen noise had identical statistics to
the main white-noise stimuli, lasted 25 s, and was repeated 20 times in
succession.

Data for flickering bar (XT) noise stimuli were taken from Rust et al.
(2005); these data were collected similarly, and details can be found in the
original article. Stimuli were displayed using a Silicon graphics Octane-2
workstation at 100 Hz. Each frame consisted of a square region contain-
ing 16 adjacent parallel bars of the neuron’s preferred orientation, ar-

a

b

Figure 1. Subunit model for a single channel. a, A signal flow diagram describes how stimulus information is converted to a firing rate. The stimulus is passed through a bank of spatially shifted,
but otherwise identical, linear-nonlinear subunits. The activity of these subunits is combined with a weighted sum over space (and optionally time; not shown), and passed through an output
nonlinearity to generate a firing rate. b, Responses of intermediate model stages are depicted for an example input (for simplicity, a single frame is shown, rather than a temporal sequence). Each
stage, except for the last, maps a spatially distributed array of inputs to a spatially distributed array of responses, depicted as pixel intensities in an image. The pooling stage sums over these responses
and applies the final output nonlinearity.
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LNFDSNF model
convolutional subunit model

[Vintch, Movshon & Simoncelli 2015, 
Wu, Park & Pillow 2014]

modeling. Repeated presentations of the same flicker sequence
reliably evoked very similar spike trains (Figures 2A, 2B, and
S2B), as expected from previous studies [9–11]. This suggests
that essential features of the retina’s light response can be
captured by a deterministic model of the ganglion cell and its
input circuitry [4]. In addition, we presented a long non-repeating
flicker sequence to explore as many spatiotemporal patterns as
possible. Thirty ganglion cells were selected for quantitative
modeling based on the stability of their responses throughout
the extended recording period.

Modeling Approach
We focused on predicting the firing rate of ganglion cells (GCs),
namely the expected number of spikes fired in any given 1/60 s
interval. Mathematical models were constructed that take the
time course of the flicker stimulus as input and produce a time
course of the firing rate at the output. The parameters of the
model were optimized to fit the long stretch of non-repeating
flicker (!80% of the data; the ‘‘training set’’). Specifically, we
maximized the fraction of variance in the firing rate that themodel
explains (Equation S10) [11]. Then the model performance was
evaluated on the remaining data examined with the repeated

flicker (!20%; the ‘‘test set’’). This performance metric was
tracked across successive changes in the model structure.
As a formalism, we chose so-called cascade models [4, 5].

These are networks of simple elements that involve either linear
filtering (convolution in space and time) or a static nonlinear
transform. They map naturally onto neural circuitry (Figure 1)
and can be adjusted from a coarse-grained version (every
neuron is an element) to arbitrarily fine-grained ones (multi-
compartment models of every neuron and synapse).
As a reference point, we chose the so-called LN model, con-

sisting of a single linear-nonlinear cascade (Figure 1B). This
has been very popular in sensory neuroscience [12–14] and
serves as a common starting point for fitting neural responses.
This model was able to approximate the GC output (Figures
2A, 2B, and S2B), though with a wide range of performance for
different neurons (Figures 2C and 2D). Even with optimized pa-
rameters, however, the LN model predicts firing at times when
it should not, thus making the peaks of firing events wider and
flatter than observed (Figures 2A, 2B, and S2B).
Guided by knowledge of retinal anatomy, we then created a

sequence of four cascade models by systematically adding
components to the circuits (Figures 1C–1F). Each model derives

7
1

25

7

42

25

108
...

output

Σ

stimulus

Σ

output

stimulus

B C

D

E

F G

...

stimulus

output

Σ

LN model LNSN model

LNSNF's GCM

LNFSNF's BCM

LNFDSNF model Parameters

BBBB

P

H

G

A

P

P P P P
P

A Retinal circuit

BCM

GCM

Σ

ACM

Figure 1. A Progression of Circuit Models
Constrained by Retinal Anatomy
(A)Schematicof thecircuit upstreamofaganglioncell

in the vertebrate retina. Photoreceptors (P) transduce

the visual stimulus into electrical signals that propa-

gate through bipolar cells (B) to the ganglion cell (G).

At both synaptic stages, one finds both convergence

and divergence, as well as lateral signal flow carried

by horizontal (H) and amacrine (A) cells. The bipolar

cell and its upstream circuitry are modeled by a

spatiotemporal filter, a nonlinearity, and feedback

(bipolar cell module [BCM]; blue). The amacrine cell

introduces a delay in lateral propagation (amacrine

cell module [ACM]; red). The ganglion cell was

modeled by a weighted summation, another nonlin-

earity, and a second feedback function (ganglion cell

module [GCM]; green). Drawings after Polyak, 1941.

(B) LN model. A different temporal filter is applied to

the history of each bar in the stimulus. The outputs

of all of these filters are summed over space. The

resulting signal is passed through an instantaneous

nonlinearity.

(C) LNSN model. The stimulus is first processed

by partially overlapping, identical BCMs, each of

which consists of its own spatiotemporal filter and

nonlinearity. Their outputs are weighted and sum-

med by the GCM, which then applies another

instantaneous nonlinearity to give the model’s

output. For display purpose, the BCMs are shown

here to span only three stimulus bars, but they

spanned seven bars in the computations.

(D) LNSNF model. This is identical to the previous

one, except that the GCM (depicted here) has an

additional feedback loop around its nonlinearity.

(E) LNFSNF model. This is identical to the previous one, except that the BCMs (one of which is depicted here) have an additional feedback loop around their

nonlinearities. This new feedback function is the same for all BCMs.

(F) LNFDSNFmodel. This is identical to the previous one, except that there is a delay inserted between each BCM and the GCM. These delays are allowed to vary

independently for each BCM.

(G) A count of the free parameters in the LNFDSNF model, color coded as in the model diagram. Except for the total (108), the numbers here also apply to the

LNSN, LNSNF, and LNFSNF models. The LN model has 186 free parameters in the linear filter (31 spatial positions, each with six-parameter temporal filter as in

Equations S3–S5) and one in the nonlinearity. See also Figures S1 and S3.

190 Current Biology 27, 189–198, January 23, 2017

linear-nonlinear-feedback-delayed-sum-nonlinear-feedback



deep learning / deep neural networks (DNNs)

[Yamins et al 2014, Mcintosh et al 2016, Maheswaranathan et al 2017, Benjamin et al 2017, …]
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Figure 1: A schematic of the model architecture. The stimulus was convolved with 8 learned
spatiotemporal filters whose activations were rectified. The second convolutional layer then projected
the activity of these subunits through spatial filters onto 16 subunit types, whose activity was linearly
combined and passed through a final soft rectifying nonlinearity to yield the predicted response.

retina, potentially simplifying the retinal response to such stimuli [11, 12, 2, 10, 13]. In contrast to
the perceived linearity of the retinal response to coarse stimuli, the retina performs a wide variety of
nonlinear computations including object motion detection [6], adaptation to complex spatiotemporal
patterns [14], encoding spatial structure as spike latency [15], and anticipation of periodic stimuli
[16], to name a few. However it is unclear what role these nonlinear computational mechanisms have
in generating responses to more general natural stimuli.

To better understand the visual code for natural stimuli, we modeled retinal responses to natural image
sequences with convolutional neural networks (CNNs). CNNs have been successful at many pattern
recognition and function approximation tasks [17]. In addition, these models cascade multiple layers
of spatiotemporal filtering and rectification–exactly the elementary computational building blocks
thought to underlie complex functional responses of sensory circuits. Previous work utilized CNNs
to gain insight into the neural computations of inferotemporal cortex [18], but these models have
not been applied to early sensory areas where knowledge of neural circuitry can provide important
validation for such models.

We find that deep neural network models markedly outperform previous models in predicting retinal
responses both for white noise and natural scenes. Moreover, these models generalize better to unseen
stimulus classes, and learn internal features consistent with known retinal properties, including
sub-Poisson variability, feedforward inhibition, and contrast adaptation. Our findings indicate that
CNNs can reveal both neural computations and mechanisms within a multilayered neural circuit
under natural stimulation.

2 Methods

The spiking activity of a population of tiger salamander retinal ganglion cells was recorded in response
to both sequences of natural images jittered with the statistics of eye movements and high resolution
spatiotemporal white noise. Convolutional neural networks were trained to predict ganglion cell
responses to each stimulus class, simultaneously for all cells in the recorded population of a given
retina. For a comparison baseline, we also trained linear-nonlinear models [19] and generalized
linear models (GLMs) with spike history feedback [2]. More details on the stimuli, retinal recordings,
experimental structure, and division of data for training, validation, and testing are given in the
Supplemental Material.

2.1 Architecture and optimization

The convolutional neural network architecture is shown in Figure 2.1. Model parameters were
optimized to minimize a loss function corresponding to the negative log-likelihood under Poisson
spike generation. Optimization was performed using ADAM [20] via the Keras and Theano software
libraries [21]. The networks were regularized with an `2 weight penalty at each layer and an `1
activity penalty at the final layer, which helped maintain a baseline firing rate near 0 Hz.

2

stimulus

If you understand GLMs … you understand Deep Nets!

•Stack multiple LNs of top of each other: LN LN LN LN-P

•Use Gradient Ascent to maximize log-likelihood

•Use Software Tools (Theano, Tensorflow, Autograd) to calculate 
gradients for you (no more high-school calculus needed!)


•Use a bunch of tricks (noise, adaptive gradients, …)

•Do NOT worry about local maxima!

Everything you need to know about DNNs,  
in one slide, without equations!

If you understand GLMs…  you understand DNNs!

• stack many LNs on top of each other: LN LN LN LN P
• use gradient ascent to maximize likelihood
• use software (tensorflow, theano) to compute gradients 

(no more computing gradients by hand!)
• use a bunch of tricks (batches, noise, SGD, dropout, ….)
• do NOT worry about local maxima! 

[credit: Jakob Macke]
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Abstract 

Neuroscience has long focused on finding encoding models that effectively ask “what predicts neural 
spiking?” and generalized linear models (GLMs) are a typical approach. Modern machine learning 
techniques have the potential to perform better. Here we directly compared GLMs to three leading methods: 
feedforward neural networks, gradient boosted trees, and stacked ensembles that combine the predictions 
of several methods. We predicted spike counts in macaque motor (M1) and somatosensory (S1) cortices 
from reaching kinematics, and in rat hippocampal cells from open field location and orientation. In general, 
the modern methods produced far better spike predictions and were less sensitive to the preprocessing of 
features. XGBoost and the ensemble were the best-performing methods and worked well even on neural 
data with very low spike rates. This overall performance suggests that tuning curves built with GLMs are 
at times inaccurate and can be easily improved upon. Our publicly shared code uses standard packages and 
can be quickly applied to other datasets. Encoding models built with machine learning techniques more 
accurately predict spikes and can offer meaningful benchmarks for simpler models. 

 
Introduction 

A central tool of neuroscience is the tuning curve, 
which maps stimulus to neural response. The tuning 
curve asks what information in the external world a 
neuron encodes in its spikes. For a tuning curve to be 
meaningful it is important that it accurately predicts the 
neural response. Often, however, methods are chosen 
that sacrifice accuracy for simplicity. Predictive 
methods for tuning curves should instead be evaluated 
primarily by their ability to describe neural activity 
accurately. 

A common predictive model is the Generalized 
Linear Model (GLM), occasionally referred to as a 
linear-nonlinear Poisson (LNP) cascade (1-4). The 
GLM performs a nonlinear operation upon a linear 
combination of the input features, which are often called 
external covariates. Typical covariates are stimulus 
features, movement vectors, or the animal’s location. 

The nonlinear operation on the weighted sum of 
covariates is usually held fixed, though it can be learned 
(5, 6), and the linear weights of the combined inputs are 
chosen to maximize the agreement between the model 
fit and the neural recordings. This optimization problem 
of choosing weights is often convex and can be solved 
with efficient algorithms (7). The assumption of Poisson 
firing statistics can often be loosened (8) allowing the 
modeling of a broad range of neural responses. Due to 
its ease of use, perceived interpretability, and flexibility, 
the GLM has become a popular model of neural spiking.   

The GLM’s central assumption of linearity in feature 
space may hold in certain cases (8, 9), but in general, 
neural responses can be very nonlinear (5, 10). When a 
neuron responds nonlinearly to stimulus features, it is 
common practice to mathematically transform the 
features to obtain a new set that meets the linearity 
requirements of the GLM and yields better spike 
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Fig 2

 6 

learning methods with their own approaches for 
encoding models. 

To test that all methods work reasonably well in a trivial 
case, we trained each to predict spiking from a simple 

and well-understood feature. Some neurons in M1 have 
been described as responding linearly to the 
exponentiated cosine of movement direction relative to 
a preferred angle (41). We therefore predicted the 

Figure 2: Encoding models for M1 performed similarly when trained on the sine and cosine of hand velocity direction. (a) The 
pseudo-R2 for an example neuron was similar for all four methods. On this figure and in Figures 3-5 the example neuron is the 
same, and is not the neuron for which method hyperparameters were optimized.  (b) The tuning curves of the neural net and 
XGBoost were similar to that of the GLM. The black points are the recorded responses, to which we added y-axis jitter for 
visualization. The tuning curve of the ensemble method was similar and is omitted here for clarity. (c) Plotting the pseudo-R2 
of modern ML methods vs. that of the GLM indicates that the similarity of methods generalizes across neurons. The single 
neuron plotted at left is marked with black arrows. The mean scores, inset, indicate the overall success of the methods; error 
bars represent the 95% bootstrap confidence interval. 

Figure 3: Modern ML models could learn the cosine nonlinearity when trained on only the direction of hand velocity, in radians. (a) For 
the same example neuron as in Figure 3, the neural net and XGBoost maintained the same predictive power, while the GLM was unable 
to extract a relationship between direction and spike rate. (b) XGBoost and neural nets displayed reasonable tuning curves, while the GLM 
reduced to the average spiking rate (with a small slope, in this case). (c) Most neurons in the population were poorly fit by the GLM, while 
the ML methods achieved the performance levels of Figure 2. The ensemble performed the best of the methods tested. 
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spiking of M1 neurons from the cosine and sine of the 
direction of hand movement in the reaching task. (The 
linear combination of a sine and cosine curve is a phase-
shifted cosine, by identity, allowing the GLM to learn 
the proper preferred direction). We observed that each 
method identified a similar tuning curve (Fig. 2b), 
constructed by plotting the predictions of spike rate on 
the validation set against movement direction. The bulk 
of the neurons in the dataset were just as well predicted 
by each of the methods (Fig. 2a, c), though the ensemble 
was slightly better than the GLM (mean comparative 
pseudo-R2, defined in methods, of 0.06 [0.043 – 0.084], 
95% bootstrapped confidence interval (CI)). The similar 
performance suggested that an exponentiated cosine is a 
nearly optimal approximating function of the neural 
response to movement direction alone, as was 
previously known (42). This classic example thus 
illustrated that all methods can in principle estimate 
tuning curves.  

The exact form of the nonlinearity of the neural response 
to a given feature is rarely known, but this lack of 
knowledge need not impact our prediction ability. To 
illustrate the ability of modern machine learning to find 
the proper nonlinearity, we performed the same analysis 
as above but omitted the initial cosine feature 
engineering step. Trained on only the hand velocity 
direction, in radians, which are likely to be 

discontinuous at ±π, the modern ML methods very 
nearly reproduced the predictive power they attained 
using the engineered feature (Fig. 3a). As expected, the 
GLM failed at generating a meaningful tuning curve 
(Fig. 3b). Both trends were consistent across the 
population of recorded neurons (Fig. 3c). The neural net, 
XGBoost, and ensemble methods thus perform well 
without feature engineering and the required prior 
knowledge or assumptions. 

Machine learning methods can also take advantage of 
information contained in combinations of inputs, and 
should perform better if given more inputs. We verified 
that this was true for our dataset by training on the four-
dimensional set of hand position and velocity 
!, #, !, # , which we call the set of original features. All 

methods gained a significant amount of predictive 
power with these new features, though the GLM did not 
nearly match the other methods (Fig 4a, c). This set of 
neurons thus seemed to encode strongly for position and 
velocity in a potentially nonlinear fashion captured by 
machine learning methods. 

While some amount of feature engineering can improve 
the performance of GLMs, it is not always simple to 
guess the optimal set of processed features. We 
demonstrated this by training all methods on features 
that have previously been successful at explaining spike 

Figure 4: Training on the set of original features (!, #, !̇, #̇) increased the predictive power of all methods. Note the change in axes scales 
from Figures 2-3.  (a) For the same example neuron as in Figure 3, all methods gained a significant amount of predictive power, indicating a 
strong encoding of position and speed or their correlates. The GLM showed less predictive power than the other methods on this feature set. 
(b) The spike rate in black, with jitter on the y-axis, again overlaid with the predictions of the three methods as a function of velocity direction. 
The neuron encodes for position and speed, as well, and the projection of the multidimensional tuning curve onto a 1D velocity direction 
dependence leaves the projected curve diffuse. (c) The ensemble method, neural network, and XGBoost performed consistently better than 
the GLM across the population. The mean pseudo-R2 scores show the hierarchy of success across methods. 
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rate in a similar center-out reaching task (6). These extra 
features included the sine and cosine of velocity 
direction (as in Figure 2), the speed, the radial distance 
of hand position, and the sine and cosine of position 
direction. The training set was thus 10-dimensional, 
though highly redundant, and was aimed at maximizing 
the predictive power of the GLM. Feature engineering 
improved the predictive power of all methods to 
variable degrees, with the GLM improving to the level 
of the neural network (Fig. 5). XGBoost and the 
ensemble still predicted spikes better than the GLM (Fig. 
5c), with the ensemble scoring on average 1.8 times 
higher than the GLM (ratio of population means of 1.8 
[1.4 – 2.2], 95% bootstrapped CI). The ensemble was 
significantly better than XGBoost (mean comparative 
pseudo-R2 of 0.08 [0.055 – 0.103], 95% bootstrapped CI) 
and was thus consistently the best predictor. Though 
standard feature engineering greatly improved the GLM, 
the ensemble and XGBoost still captured the neural 
response more accurately. 

To ensure that these results are not specific to the motor 
cortex, we extended the same analyses to primary 
somatosensory cortex (S1) data. The ensemble was 
consistently the best predictor across all neurons, 
scoring almost twice as well as the GLM (ratio of 1.8 
[1.2 – 2.2] of population means, 95% bootstrapped CI). 
XGBoost predicted spikes better than the GLM only for 

neurons with significant effect sizes for any of the four 
methods (i.e., with cross-validated pseudo-R2 scores 
two standard deviations above 0; mean comparative 
pseudo-R2 was 0.002 [0.0006 – 0.0045], 95% 
bootstrapped CI). Interestingly, the neural network 
performed worse than all other methods. We speculated 
that this could be related to the small covariate effect 
size in the S1 dataset, as we observed similar scores for 
the neural network on the M1 dataset for regimes of 
similar effect sizes, as well as on simulated data with 
GLM structure, small effect size, and similar firing rates 
(Supp. Fig. 2). We also found that a much smaller 
network performed better (a single hidden layer with 20 
nodes) but that max-norm or elastic-net regularization 
did not improve the results with the larger network. 
Neural networks may thus be poor choices for Poisson 
data with very small covariate effect sizes, though we 
see no theoretical reason why this should be the case. 
Overall, on this S1 dataset featuring generally low 
predictability, the tested methods displayed a range of 
performances, with the ensemble predicting the data 
nearly twice as well as the GLM alone. 

We asked if the same trends of performance would hold 
for the rat hippocampus dataset, which was 
characterized by very low mean firing rates but strong 
effect sizes. All methods were trained on a list of 
features representing the rat position and orientation, as 

Figure 5: Encoding models for M1 trained on all the original features plus the engineered features show that modern ML methods can 
outperform the GLM even with standard featuring engineering. (a) For this example neuron, inclusion of the computed features increased 
the predictive power of the GLM to the level of the neural net. XGBoost and the ensemble method also increased in predictive power. (b) 
The tuning curves for the example neuron are diffuse when projected onto the movement direction, indicating a high-dimensional 
dependence. (c) Even with feature engineering, XGBoost and the ensemble consistently achieve pseudo-R2 scores higher than the GLM, 
though the neural net does not. The selected neuron at left is marked with black arrows. 

 

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/111450doi: bioRxiv preprint first posted online Feb. 24, 2017; 

Fig 3 Fig 4 Fig 5

 9 

described in methods. We found that many neurons 
were described much better by XGBoost and the 
ensemble method than by the GLM (Fig. 6b). On 
average, the ensemble was almost ten times more 
predictive than the GLM (ratio of population means of 
9.8 [5.4 – 100.0], 95% bootstrapped CI), and many 
neurons shifted from being completely unpredictable by 
the GLM (pseudo-R2  near zero) to very predictable by 
XGBoost and the ensemble (pseudo-R2  above 0.2).  The 
neural network performed poorly, here not due to effect 
size as in S1 but likely due to the very low firing rates 
of most hippocampal cells (Supp. Fig. 2). Out of the 58 
neurons in the dataset, 54 had rates below 1 spikes/ 
second, and it was only on the four high-firing neurons 
that the neural network achieved pseudo-R2 scores 
comparable to the GLM. The relative success of 
XGBoost was interesting given the failure of the neural 
network, and supported the general observation that 
XGBoost can work well with smaller and sparser 
datasets than those neural networks generally require. 
Thus for hippocampal cells, a method leveraging 
decision trees such as XGBoost or the ensemble is able 
to capture far more structure in the neural response than 
the GLM or the neural network. 

 
 

Discussion 
We contrasted the performance of GLMs with recent 

machine learning techniques at the task of predicting 
spike rates in three brain regions. We found that the 
tested ML methods predicted spike rates far more 
accurately than the GLM. Typical feature engineering 
only partially bridged the performance gap. The ML 
methods performed comparably well with and without 
feature engineering, indicating they could serve as 
convenient performance benchmarks for improving 
simpler encoding models. The consistently best method 
was the ensemble, which was an instance of XGBoost 
stacked on the predictions of the GLM, neural network, 
XGBoost, and a random forest. The ensemble and 
XGBoost could fit the data well even for very low spike 
rates, as in the hippocampus dataset, and for very low 
covariate effect sizes, as in the S1 dataset. These 
findings indicate that GLMs are not the best choice as 
neuroscience’s standard method of spike prediction. 

The ML methods we have put forward here have 
been implemented without substantial modification 
from methods that are already in wide use. We hope that 
this simple application might spur a wider adoption of 
these methods in the neurosciences, thereby increasing 
the power and efficiency of studies involving neural 
prediction without requiring complicated, application-

Figure 6: XGBoost and the ensemble method predicted the activity of neurons in S1 and the hippocampus better than a GLM. 
The diagonal dotted line in both plots is the line of equal predictive power with the GLM.  (a) The ensemble predicted firing 
almost twice as well, on average, as the GLM for all neurons in the S1 dataset. XGBoost was better for neurons with higher 
effect sizes but poorly predicted neurons that were not predictable by any method. The neural network performed the worst 
of all methods. (b) Many neurons in the rat hippocampus were described well by XGBoost and the ensemble but poorly by 
the GLM and the neural network. The poor neural network performance in the hippocampus was due to the low rate of firing 
of most neurons in the dataset (Supp. Fig. 2). Note the difference in axes; hippocampal cells are generally more predictable 
than those in S1. 
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ensemble method than by the GLM (Fig. 6b). On 
average, the ensemble was almost ten times more 
predictive than the GLM (ratio of population means of 
9.8 [5.4 – 100.0], 95% bootstrapped CI), and many 
neurons shifted from being completely unpredictable by 
the GLM (pseudo-R2  near zero) to very predictable by 
XGBoost and the ensemble (pseudo-R2  above 0.2).  The 
neural network performed poorly, here not due to effect 
size as in S1 but likely due to the very low firing rates 
of most hippocampal cells (Supp. Fig. 2). Out of the 58 
neurons in the dataset, 54 had rates below 1 spikes/ 
second, and it was only on the four high-firing neurons 
that the neural network achieved pseudo-R2 scores 
comparable to the GLM. The relative success of 
XGBoost was interesting given the failure of the neural 
network, and supported the general observation that 
XGBoost can work well with smaller and sparser 
datasets than those neural networks generally require. 
Thus for hippocampal cells, a method leveraging 
decision trees such as XGBoost or the ensemble is able 
to capture far more structure in the neural response than 
the GLM or the neural network. 

 
 

Discussion 
We contrasted the performance of GLMs with recent 

machine learning techniques at the task of predicting 
spike rates in three brain regions. We found that the 
tested ML methods predicted spike rates far more 
accurately than the GLM. Typical feature engineering 
only partially bridged the performance gap. The ML 
methods performed comparably well with and without 
feature engineering, indicating they could serve as 
convenient performance benchmarks for improving 
simpler encoding models. The consistently best method 
was the ensemble, which was an instance of XGBoost 
stacked on the predictions of the GLM, neural network, 
XGBoost, and a random forest. The ensemble and 
XGBoost could fit the data well even for very low spike 
rates, as in the hippocampus dataset, and for very low 
covariate effect sizes, as in the S1 dataset. These 
findings indicate that GLMs are not the best choice as 
neuroscience’s standard method of spike prediction. 

The ML methods we have put forward here have 
been implemented without substantial modification 
from methods that are already in wide use. We hope that 
this simple application might spur a wider adoption of 
these methods in the neurosciences, thereby increasing 
the power and efficiency of studies involving neural 
prediction without requiring complicated, application-

Figure 6: XGBoost and the ensemble method predicted the activity of neurons in S1 and the hippocampus better than a GLM. 
The diagonal dotted line in both plots is the line of equal predictive power with the GLM.  (a) The ensemble predicted firing 
almost twice as well, on average, as the GLM for all neurons in the S1 dataset. XGBoost was better for neurons with higher 
effect sizes but poorly predicted neurons that were not predictable by any method. The neural network performed the worst 
of all methods. (b) Many neurons in the rat hippocampus were described well by XGBoost and the ensemble but poorly by 
the GLM and the neural network. The poor neural network performance in the hippocampus was due to the low rate of firing 
of most neurons in the dataset (Supp. Fig. 2). Note the difference in axes; hippocampal cells are generally more predictable 
than those in S1. 
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Abstract 

Neuroscience has long focused on finding encoding models that effectively ask “what predicts neural 
spiking?” and generalized linear models (GLMs) are a typical approach. Modern machine learning 
techniques have the potential to perform better. Here we directly compared GLMs to three leading methods: 
feedforward neural networks, gradient boosted trees, and stacked ensembles that combine the predictions 
of several methods. We predicted spike counts in macaque motor (M1) and somatosensory (S1) cortices 
from reaching kinematics, and in rat hippocampal cells from open field location and orientation. In general, 
the modern methods produced far better spike predictions and were less sensitive to the preprocessing of 
features. XGBoost and the ensemble were the best-performing methods and worked well even on neural 
data with very low spike rates. This overall performance suggests that tuning curves built with GLMs are 
at times inaccurate and can be easily improved upon. Our publicly shared code uses standard packages and 
can be quickly applied to other datasets. Encoding models built with machine learning techniques more 
accurately predict spikes and can offer meaningful benchmarks for simpler models. 

 
Introduction 

A central tool of neuroscience is the tuning curve, 
which maps stimulus to neural response. The tuning 
curve asks what information in the external world a 
neuron encodes in its spikes. For a tuning curve to be 
meaningful it is important that it accurately predicts the 
neural response. Often, however, methods are chosen 
that sacrifice accuracy for simplicity. Predictive 
methods for tuning curves should instead be evaluated 
primarily by their ability to describe neural activity 
accurately. 

A common predictive model is the Generalized 
Linear Model (GLM), occasionally referred to as a 
linear-nonlinear Poisson (LNP) cascade (1-4). The 
GLM performs a nonlinear operation upon a linear 
combination of the input features, which are often called 
external covariates. Typical covariates are stimulus 
features, movement vectors, or the animal’s location. 

The nonlinear operation on the weighted sum of 
covariates is usually held fixed, though it can be learned 
(5, 6), and the linear weights of the combined inputs are 
chosen to maximize the agreement between the model 
fit and the neural recordings. This optimization problem 
of choosing weights is often convex and can be solved 
with efficient algorithms (7). The assumption of Poisson 
firing statistics can often be loosened (8) allowing the 
modeling of a broad range of neural responses. Due to 
its ease of use, perceived interpretability, and flexibility, 
the GLM has become a popular model of neural spiking.   

The GLM’s central assumption of linearity in feature 
space may hold in certain cases (8, 9), but in general, 
neural responses can be very nonlinear (5, 10). When a 
neuron responds nonlinearly to stimulus features, it is 
common practice to mathematically transform the 
features to obtain a new set that meets the linearity 
requirements of the GLM and yields better spike 
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Linear Model (GLM), occasionally referred to as a 
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combination of the input features, which are often called 
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features, movement vectors, or the animal’s location. 

The nonlinear operation on the weighted sum of 
covariates is usually held fixed, though it can be learned 
(5, 6), and the linear weights of the combined inputs are 
chosen to maximize the agreement between the model 
fit and the neural recordings. This optimization problem 
of choosing weights is often convex and can be solved 
with efficient algorithms (7). The assumption of Poisson 
firing statistics can often be loosened (8) allowing the 
modeling of a broad range of neural responses. Due to 
its ease of use, perceived interpretability, and flexibility, 
the GLM has become a popular model of neural spiking.   
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space may hold in certain cases (8, 9), but in general, 
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learning methods with their own approaches for 
encoding models. 

To test that all methods work reasonably well in a trivial 
case, we trained each to predict spiking from a simple 

and well-understood feature. Some neurons in M1 have 
been described as responding linearly to the 
exponentiated cosine of movement direction relative to 
a preferred angle (41). We therefore predicted the 

Figure 2: Encoding models for M1 performed similarly when trained on the sine and cosine of hand velocity direction. (a) The 
pseudo-R2 for an example neuron was similar for all four methods. On this figure and in Figures 3-5 the example neuron is the 
same, and is not the neuron for which method hyperparameters were optimized.  (b) The tuning curves of the neural net and 
XGBoost were similar to that of the GLM. The black points are the recorded responses, to which we added y-axis jitter for 
visualization. The tuning curve of the ensemble method was similar and is omitted here for clarity. (c) Plotting the pseudo-R2 
of modern ML methods vs. that of the GLM indicates that the similarity of methods generalizes across neurons. The single 
neuron plotted at left is marked with black arrows. The mean scores, inset, indicate the overall success of the methods; error 
bars represent the 95% bootstrap confidence interval. 

Figure 3: Modern ML models could learn the cosine nonlinearity when trained on only the direction of hand velocity, in radians. (a) For 
the same example neuron as in Figure 3, the neural net and XGBoost maintained the same predictive power, while the GLM was unable 
to extract a relationship between direction and spike rate. (b) XGBoost and neural nets displayed reasonable tuning curves, while the GLM 
reduced to the average spiking rate (with a small slope, in this case). (c) Most neurons in the population were poorly fit by the GLM, while 
the ML methods achieved the performance levels of Figure 2. The ensemble performed the best of the methods tested. 

 

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/111450doi: bioRxiv preprint first posted online Feb. 24, 2017; 

 6 

learning methods with their own approaches for 
encoding models. 

To test that all methods work reasonably well in a trivial 
case, we trained each to predict spiking from a simple 

and well-understood feature. Some neurons in M1 have 
been described as responding linearly to the 
exponentiated cosine of movement direction relative to 
a preferred angle (41). We therefore predicted the 

Figure 2: Encoding models for M1 performed similarly when trained on the sine and cosine of hand velocity direction. (a) The 
pseudo-R2 for an example neuron was similar for all four methods. On this figure and in Figures 3-5 the example neuron is the 
same, and is not the neuron for which method hyperparameters were optimized.  (b) The tuning curves of the neural net and 
XGBoost were similar to that of the GLM. The black points are the recorded responses, to which we added y-axis jitter for 
visualization. The tuning curve of the ensemble method was similar and is omitted here for clarity. (c) Plotting the pseudo-R2 
of modern ML methods vs. that of the GLM indicates that the similarity of methods generalizes across neurons. The single 
neuron plotted at left is marked with black arrows. The mean scores, inset, indicate the overall success of the methods; error 
bars represent the 95% bootstrap confidence interval. 

Figure 3: Modern ML models could learn the cosine nonlinearity when trained on only the direction of hand velocity, in radians. (a) For 
the same example neuron as in Figure 3, the neural net and XGBoost maintained the same predictive power, while the GLM was unable 
to extract a relationship between direction and spike rate. (b) XGBoost and neural nets displayed reasonable tuning curves, while the GLM 
reduced to the average spiking rate (with a small slope, in this case). (c) Most neurons in the population were poorly fit by the GLM, while 
the ML methods achieved the performance levels of Figure 2. The ensemble performed the best of the methods tested. 

 

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/111450doi: bioRxiv preprint first posted online Feb. 24, 2017; 

 7 

spiking of M1 neurons from the cosine and sine of the 
direction of hand movement in the reaching task. (The 
linear combination of a sine and cosine curve is a phase-
shifted cosine, by identity, allowing the GLM to learn 
the proper preferred direction). We observed that each 
method identified a similar tuning curve (Fig. 2b), 
constructed by plotting the predictions of spike rate on 
the validation set against movement direction. The bulk 
of the neurons in the dataset were just as well predicted 
by each of the methods (Fig. 2a, c), though the ensemble 
was slightly better than the GLM (mean comparative 
pseudo-R2, defined in methods, of 0.06 [0.043 – 0.084], 
95% bootstrapped confidence interval (CI)). The similar 
performance suggested that an exponentiated cosine is a 
nearly optimal approximating function of the neural 
response to movement direction alone, as was 
previously known (42). This classic example thus 
illustrated that all methods can in principle estimate 
tuning curves.  

The exact form of the nonlinearity of the neural response 
to a given feature is rarely known, but this lack of 
knowledge need not impact our prediction ability. To 
illustrate the ability of modern machine learning to find 
the proper nonlinearity, we performed the same analysis 
as above but omitted the initial cosine feature 
engineering step. Trained on only the hand velocity 
direction, in radians, which are likely to be 

discontinuous at ±π, the modern ML methods very 
nearly reproduced the predictive power they attained 
using the engineered feature (Fig. 3a). As expected, the 
GLM failed at generating a meaningful tuning curve 
(Fig. 3b). Both trends were consistent across the 
population of recorded neurons (Fig. 3c). The neural net, 
XGBoost, and ensemble methods thus perform well 
without feature engineering and the required prior 
knowledge or assumptions. 

Machine learning methods can also take advantage of 
information contained in combinations of inputs, and 
should perform better if given more inputs. We verified 
that this was true for our dataset by training on the four-
dimensional set of hand position and velocity 
!, #, !, # , which we call the set of original features. All 

methods gained a significant amount of predictive 
power with these new features, though the GLM did not 
nearly match the other methods (Fig 4a, c). This set of 
neurons thus seemed to encode strongly for position and 
velocity in a potentially nonlinear fashion captured by 
machine learning methods. 

While some amount of feature engineering can improve 
the performance of GLMs, it is not always simple to 
guess the optimal set of processed features. We 
demonstrated this by training all methods on features 
that have previously been successful at explaining spike 

Figure 4: Training on the set of original features (!, #, !̇, #̇) increased the predictive power of all methods. Note the change in axes scales 
from Figures 2-3.  (a) For the same example neuron as in Figure 3, all methods gained a significant amount of predictive power, indicating a 
strong encoding of position and speed or their correlates. The GLM showed less predictive power than the other methods on this feature set. 
(b) The spike rate in black, with jitter on the y-axis, again overlaid with the predictions of the three methods as a function of velocity direction. 
The neuron encodes for position and speed, as well, and the projection of the multidimensional tuning curve onto a 1D velocity direction 
dependence leaves the projected curve diffuse. (c) The ensemble method, neural network, and XGBoost performed consistently better than 
the GLM across the population. The mean pseudo-R2 scores show the hierarchy of success across methods. 
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rate in a similar center-out reaching task (6). These extra 
features included the sine and cosine of velocity 
direction (as in Figure 2), the speed, the radial distance 
of hand position, and the sine and cosine of position 
direction. The training set was thus 10-dimensional, 
though highly redundant, and was aimed at maximizing 
the predictive power of the GLM. Feature engineering 
improved the predictive power of all methods to 
variable degrees, with the GLM improving to the level 
of the neural network (Fig. 5). XGBoost and the 
ensemble still predicted spikes better than the GLM (Fig. 
5c), with the ensemble scoring on average 1.8 times 
higher than the GLM (ratio of population means of 1.8 
[1.4 – 2.2], 95% bootstrapped CI). The ensemble was 
significantly better than XGBoost (mean comparative 
pseudo-R2 of 0.08 [0.055 – 0.103], 95% bootstrapped CI) 
and was thus consistently the best predictor. Though 
standard feature engineering greatly improved the GLM, 
the ensemble and XGBoost still captured the neural 
response more accurately. 

To ensure that these results are not specific to the motor 
cortex, we extended the same analyses to primary 
somatosensory cortex (S1) data. The ensemble was 
consistently the best predictor across all neurons, 
scoring almost twice as well as the GLM (ratio of 1.8 
[1.2 – 2.2] of population means, 95% bootstrapped CI). 
XGBoost predicted spikes better than the GLM only for 

neurons with significant effect sizes for any of the four 
methods (i.e., with cross-validated pseudo-R2 scores 
two standard deviations above 0; mean comparative 
pseudo-R2 was 0.002 [0.0006 – 0.0045], 95% 
bootstrapped CI). Interestingly, the neural network 
performed worse than all other methods. We speculated 
that this could be related to the small covariate effect 
size in the S1 dataset, as we observed similar scores for 
the neural network on the M1 dataset for regimes of 
similar effect sizes, as well as on simulated data with 
GLM structure, small effect size, and similar firing rates 
(Supp. Fig. 2). We also found that a much smaller 
network performed better (a single hidden layer with 20 
nodes) but that max-norm or elastic-net regularization 
did not improve the results with the larger network. 
Neural networks may thus be poor choices for Poisson 
data with very small covariate effect sizes, though we 
see no theoretical reason why this should be the case. 
Overall, on this S1 dataset featuring generally low 
predictability, the tested methods displayed a range of 
performances, with the ensemble predicting the data 
nearly twice as well as the GLM alone. 

We asked if the same trends of performance would hold 
for the rat hippocampus dataset, which was 
characterized by very low mean firing rates but strong 
effect sizes. All methods were trained on a list of 
features representing the rat position and orientation, as 

Figure 5: Encoding models for M1 trained on all the original features plus the engineered features show that modern ML methods can 
outperform the GLM even with standard featuring engineering. (a) For this example neuron, inclusion of the computed features increased 
the predictive power of the GLM to the level of the neural net. XGBoost and the ensemble method also increased in predictive power. (b) 
The tuning curves for the example neuron are diffuse when projected onto the movement direction, indicating a high-dimensional 
dependence. (c) Even with feature engineering, XGBoost and the ensemble consistently achieve pseudo-R2 scores higher than the GLM, 
though the neural net does not. The selected neuron at left is marked with black arrows. 
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described in methods. We found that many neurons 
were described much better by XGBoost and the 
ensemble method than by the GLM (Fig. 6b). On 
average, the ensemble was almost ten times more 
predictive than the GLM (ratio of population means of 
9.8 [5.4 – 100.0], 95% bootstrapped CI), and many 
neurons shifted from being completely unpredictable by 
the GLM (pseudo-R2  near zero) to very predictable by 
XGBoost and the ensemble (pseudo-R2  above 0.2).  The 
neural network performed poorly, here not due to effect 
size as in S1 but likely due to the very low firing rates 
of most hippocampal cells (Supp. Fig. 2). Out of the 58 
neurons in the dataset, 54 had rates below 1 spikes/ 
second, and it was only on the four high-firing neurons 
that the neural network achieved pseudo-R2 scores 
comparable to the GLM. The relative success of 
XGBoost was interesting given the failure of the neural 
network, and supported the general observation that 
XGBoost can work well with smaller and sparser 
datasets than those neural networks generally require. 
Thus for hippocampal cells, a method leveraging 
decision trees such as XGBoost or the ensemble is able 
to capture far more structure in the neural response than 
the GLM or the neural network. 

 
 

Discussion 
We contrasted the performance of GLMs with recent 

machine learning techniques at the task of predicting 
spike rates in three brain regions. We found that the 
tested ML methods predicted spike rates far more 
accurately than the GLM. Typical feature engineering 
only partially bridged the performance gap. The ML 
methods performed comparably well with and without 
feature engineering, indicating they could serve as 
convenient performance benchmarks for improving 
simpler encoding models. The consistently best method 
was the ensemble, which was an instance of XGBoost 
stacked on the predictions of the GLM, neural network, 
XGBoost, and a random forest. The ensemble and 
XGBoost could fit the data well even for very low spike 
rates, as in the hippocampus dataset, and for very low 
covariate effect sizes, as in the S1 dataset. These 
findings indicate that GLMs are not the best choice as 
neuroscience’s standard method of spike prediction. 

The ML methods we have put forward here have 
been implemented without substantial modification 
from methods that are already in wide use. We hope that 
this simple application might spur a wider adoption of 
these methods in the neurosciences, thereby increasing 
the power and efficiency of studies involving neural 
prediction without requiring complicated, application-

Figure 6: XGBoost and the ensemble method predicted the activity of neurons in S1 and the hippocampus better than a GLM. 
The diagonal dotted line in both plots is the line of equal predictive power with the GLM.  (a) The ensemble predicted firing 
almost twice as well, on average, as the GLM for all neurons in the S1 dataset. XGBoost was better for neurons with higher 
effect sizes but poorly predicted neurons that were not predictable by any method. The neural network performed the worst 
of all methods. (b) Many neurons in the rat hippocampus were described well by XGBoost and the ensemble but poorly by 
the GLM and the neural network. The poor neural network performance in the hippocampus was due to the low rate of firing 
of most neurons in the dataset (Supp. Fig. 2). Note the difference in axes; hippocampal cells are generally more predictable 
than those in S1. 

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/111450doi: bioRxiv preprint first posted online Feb. 24, 2017; 

 9 

described in methods. We found that many neurons 
were described much better by XGBoost and the 
ensemble method than by the GLM (Fig. 6b). On 
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a preferred angle (41). We therefore predicted the 

Figure 2: Encoding models for M1 performed similarly when trained on the sine and cosine of hand velocity direction. (a) The 
pseudo-R2 for an example neuron was similar for all four methods. On this figure and in Figures 3-5 the example neuron is the 
same, and is not the neuron for which method hyperparameters were optimized.  (b) The tuning curves of the neural net and 
XGBoost were similar to that of the GLM. The black points are the recorded responses, to which we added y-axis jitter for 
visualization. The tuning curve of the ensemble method was similar and is omitted here for clarity. (c) Plotting the pseudo-R2 
of modern ML methods vs. that of the GLM indicates that the similarity of methods generalizes across neurons. The single 
neuron plotted at left is marked with black arrows. The mean scores, inset, indicate the overall success of the methods; error 
bars represent the 95% bootstrap confidence interval. 

Figure 3: Modern ML models could learn the cosine nonlinearity when trained on only the direction of hand velocity, in radians. (a) For 
the same example neuron as in Figure 3, the neural net and XGBoost maintained the same predictive power, while the GLM was unable 
to extract a relationship between direction and spike rate. (b) XGBoost and neural nets displayed reasonable tuning curves, while the GLM 
reduced to the average spiking rate (with a small slope, in this case). (c) Most neurons in the population were poorly fit by the GLM, while 
the ML methods achieved the performance levels of Figure 2. The ensemble performed the best of the methods tested. 
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rate in a similar center-out reaching task (6). These extra 
features included the sine and cosine of velocity 
direction (as in Figure 2), the speed, the radial distance 
of hand position, and the sine and cosine of position 
direction. The training set was thus 10-dimensional, 
though highly redundant, and was aimed at maximizing 
the predictive power of the GLM. Feature engineering 
improved the predictive power of all methods to 
variable degrees, with the GLM improving to the level 
of the neural network (Fig. 5). XGBoost and the 
ensemble still predicted spikes better than the GLM (Fig. 
5c), with the ensemble scoring on average 1.8 times 
higher than the GLM (ratio of population means of 1.8 
[1.4 – 2.2], 95% bootstrapped CI). The ensemble was 
significantly better than XGBoost (mean comparative 
pseudo-R2 of 0.08 [0.055 – 0.103], 95% bootstrapped CI) 
and was thus consistently the best predictor. Though 
standard feature engineering greatly improved the GLM, 
the ensemble and XGBoost still captured the neural 
response more accurately. 

To ensure that these results are not specific to the motor 
cortex, we extended the same analyses to primary 
somatosensory cortex (S1) data. The ensemble was 
consistently the best predictor across all neurons, 
scoring almost twice as well as the GLM (ratio of 1.8 
[1.2 – 2.2] of population means, 95% bootstrapped CI). 
XGBoost predicted spikes better than the GLM only for 

neurons with significant effect sizes for any of the four 
methods (i.e., with cross-validated pseudo-R2 scores 
two standard deviations above 0; mean comparative 
pseudo-R2 was 0.002 [0.0006 – 0.0045], 95% 
bootstrapped CI). Interestingly, the neural network 
performed worse than all other methods. We speculated 
that this could be related to the small covariate effect 
size in the S1 dataset, as we observed similar scores for 
the neural network on the M1 dataset for regimes of 
similar effect sizes, as well as on simulated data with 
GLM structure, small effect size, and similar firing rates 
(Supp. Fig. 2). We also found that a much smaller 
network performed better (a single hidden layer with 20 
nodes) but that max-norm or elastic-net regularization 
did not improve the results with the larger network. 
Neural networks may thus be poor choices for Poisson 
data with very small covariate effect sizes, though we 
see no theoretical reason why this should be the case. 
Overall, on this S1 dataset featuring generally low 
predictability, the tested methods displayed a range of 
performances, with the ensemble predicting the data 
nearly twice as well as the GLM alone. 

We asked if the same trends of performance would hold 
for the rat hippocampus dataset, which was 
characterized by very low mean firing rates but strong 
effect sizes. All methods were trained on a list of 
features representing the rat position and orientation, as 

Figure 5: Encoding models for M1 trained on all the original features plus the engineered features show that modern ML methods can 
outperform the GLM even with standard featuring engineering. (a) For this example neuron, inclusion of the computed features increased 
the predictive power of the GLM to the level of the neural net. XGBoost and the ensemble method also increased in predictive power. (b) 
The tuning curves for the example neuron are diffuse when projected onto the movement direction, indicating a high-dimensional 
dependence. (c) Even with feature engineering, XGBoost and the ensemble consistently achieve pseudo-R2 scores higher than the GLM, 
though the neural net does not. The selected neuron at left is marked with black arrows. 

 

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/111450doi: bioRxiv preprint first posted online Feb. 24, 2017; 

(No of course not!)

GLM is a special case of 
NN!

 9 

described in methods. We found that many neurons 
were described much better by XGBoost and the 
ensemble method than by the GLM (Fig. 6b). On 
average, the ensemble was almost ten times more 
predictive than the GLM (ratio of population means of 
9.8 [5.4 – 100.0], 95% bootstrapped CI), and many 
neurons shifted from being completely unpredictable by 
the GLM (pseudo-R2  near zero) to very predictable by 
XGBoost and the ensemble (pseudo-R2  above 0.2).  The 
neural network performed poorly, here not due to effect 
size as in S1 but likely due to the very low firing rates 
of most hippocampal cells (Supp. Fig. 2). Out of the 58 
neurons in the dataset, 54 had rates below 1 spikes/ 
second, and it was only on the four high-firing neurons 
that the neural network achieved pseudo-R2 scores 
comparable to the GLM. The relative success of 
XGBoost was interesting given the failure of the neural 
network, and supported the general observation that 
XGBoost can work well with smaller and sparser 
datasets than those neural networks generally require. 
Thus for hippocampal cells, a method leveraging 
decision trees such as XGBoost or the ensemble is able 
to capture far more structure in the neural response than 
the GLM or the neural network. 

 
 

Discussion 
We contrasted the performance of GLMs with recent 

machine learning techniques at the task of predicting 
spike rates in three brain regions. We found that the 
tested ML methods predicted spike rates far more 
accurately than the GLM. Typical feature engineering 
only partially bridged the performance gap. The ML 
methods performed comparably well with and without 
feature engineering, indicating they could serve as 
convenient performance benchmarks for improving 
simpler encoding models. The consistently best method 
was the ensemble, which was an instance of XGBoost 
stacked on the predictions of the GLM, neural network, 
XGBoost, and a random forest. The ensemble and 
XGBoost could fit the data well even for very low spike 
rates, as in the hippocampus dataset, and for very low 
covariate effect sizes, as in the S1 dataset. These 
findings indicate that GLMs are not the best choice as 
neuroscience’s standard method of spike prediction. 

The ML methods we have put forward here have 
been implemented without substantial modification 
from methods that are already in wide use. We hope that 
this simple application might spur a wider adoption of 
these methods in the neurosciences, thereby increasing 
the power and efficiency of studies involving neural 
prediction without requiring complicated, application-

Figure 6: XGBoost and the ensemble method predicted the activity of neurons in S1 and the hippocampus better than a GLM. 
The diagonal dotted line in both plots is the line of equal predictive power with the GLM.  (a) The ensemble predicted firing 
almost twice as well, on average, as the GLM for all neurons in the S1 dataset. XGBoost was better for neurons with higher 
effect sizes but poorly predicted neurons that were not predictable by any method. The neural network performed the worst 
of all methods. (b) Many neurons in the rat hippocampus were described well by XGBoost and the ensemble but poorly by 
the GLM and the neural network. The poor neural network performance in the hippocampus was due to the low rate of firing 
of most neurons in the dataset (Supp. Fig. 2). Note the difference in axes; hippocampal cells are generally more predictable 
than those in S1. 
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described in methods. We found that many neurons 
were described much better by XGBoost and the 
ensemble method than by the GLM (Fig. 6b). On 
average, the ensemble was almost ten times more 
predictive than the GLM (ratio of population means of 
9.8 [5.4 – 100.0], 95% bootstrapped CI), and many 
neurons shifted from being completely unpredictable by 
the GLM (pseudo-R2  near zero) to very predictable by 
XGBoost and the ensemble (pseudo-R2  above 0.2).  The 
neural network performed poorly, here not due to effect 
size as in S1 but likely due to the very low firing rates 
of most hippocampal cells (Supp. Fig. 2). Out of the 58 
neurons in the dataset, 54 had rates below 1 spikes/ 
second, and it was only on the four high-firing neurons 
that the neural network achieved pseudo-R2 scores 
comparable to the GLM. The relative success of 
XGBoost was interesting given the failure of the neural 
network, and supported the general observation that 
XGBoost can work well with smaller and sparser 
datasets than those neural networks generally require. 
Thus for hippocampal cells, a method leveraging 
decision trees such as XGBoost or the ensemble is able 
to capture far more structure in the neural response than 
the GLM or the neural network. 
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spike rates in three brain regions. We found that the 
tested ML methods predicted spike rates far more 
accurately than the GLM. Typical feature engineering 
only partially bridged the performance gap. The ML 
methods performed comparably well with and without 
feature engineering, indicating they could serve as 
convenient performance benchmarks for improving 
simpler encoding models. The consistently best method 
was the ensemble, which was an instance of XGBoost 
stacked on the predictions of the GLM, neural network, 
XGBoost, and a random forest. The ensemble and 
XGBoost could fit the data well even for very low spike 
rates, as in the hippocampus dataset, and for very low 
covariate effect sizes, as in the S1 dataset. These 
findings indicate that GLMs are not the best choice as 
neuroscience’s standard method of spike prediction. 

The ML methods we have put forward here have 
been implemented without substantial modification 
from methods that are already in wide use. We hope that 
this simple application might spur a wider adoption of 
these methods in the neurosciences, thereby increasing 
the power and efficiency of studies involving neural 
prediction without requiring complicated, application-

Figure 6: XGBoost and the ensemble method predicted the activity of neurons in S1 and the hippocampus better than a GLM. 
The diagonal dotted line in both plots is the line of equal predictive power with the GLM.  (a) The ensemble predicted firing 
almost twice as well, on average, as the GLM for all neurons in the S1 dataset. XGBoost was better for neurons with higher 
effect sizes but poorly predicted neurons that were not predictable by any method. The neural network performed the worst 
of all methods. (b) Many neurons in the rat hippocampus were described well by XGBoost and the ensemble but poorly by 
the GLM and the neural network. The poor neural network performance in the hippocampus was due to the low rate of firing 
of most neurons in the dataset (Supp. Fig. 2). Note the difference in axes; hippocampal cells are generally more predictable 
than those in S1. 
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Why are latent variable models hard to work with?

• hard to compute likelihood!
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requires an integral!

fit using: fit using:
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Fitting Latent Variable Models

1. Sampling (“MCMC”) - fully Bayesian inference

1) sample latents: conditional over 
latents

2) sample parameters: conditional over 
parameters

• procedure for sampling joint distribution:



Fitting Latent Variable Models

1. Sampling (“MCMC”) - fully Bayesian inference

2. Expectation maximization (EM)

1) sample latents: conditional over 
latents

2) sample parameters: conditional over 
parameters

• procedure for sampling joint distribution:

Alternate updating parameters and posterior over latents.



Fitting Latent Variable Models

1. Sampling (“MCMC”) - fully Bayesian inference

2. Expectation maximization (EM)

3. Variational inference

1) sample latents: conditional over 
latents

2) sample parameters: conditional over 
parameters

• procedure for sampling joint distribution:

Alternate updating parameters and posterior over latents.

Optimize a lower bound on posterior over parameters
Easy with modern probabilistic programming languages 
(STAN, Edward)



Latent Variable models are defined by two quantities:
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latent mapping

• discrete • Gaussian
• Mixture of
Gaussians

(“clustering”)

Model

• Gaussian • linear, 
Gaussian

• Factor analysis
(PCA is special 

case)

• linear Gaussian  
dynamics

• linear,  
Gaussian

• Linear Dynamical 
Systems (LDS) 
(“Kalman filter”)

• discrete 
transitions • any • Hidden Markov 

Model (“HMM”)



variational latent Gaussian process (vLGP)

Poisson GLMGaussian Process

[Zhao & Park 2016]
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latent mapping



variational latent Gaussian process (vLGP)

• 63 simultaneously-recorded V1 neurons [Graf et al 2011]
• stimuli: drifting sinusoidal gratings

[Zhao & Park 2016]

https://www.youtube.com/watch?v=CrY5AfNH1ik



variational latent Gaussian process (vLGP)
[Zhao & Park 2016]

• 63 simultaneously-recorded V1 neurons [Graf et al 2011]
• stimuli: drifting sinusoidal gratings

https://www.youtube.com/watch?v=CrY5AfNH1ik



Summary

• descriptive statistical “encoding” models
• seek to capture structure in data
• formal tools for comparing models
• encoding and decoding analyses via Bayes rule
• models are modular, easy to build /extend / generalize



• large-scale recording technology advancing rapidly

• lots of interesting structure in high-D neural data

• big opportunities in computational / statistical for 
developing new methods and models to find / exploit 
this structure!

Big Picture


